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Abstract

Participatory budgeting (PB) is a voting paradigm for distributing a divisible resource, usually

called a budget, among a set of projects by aggregating the preferences of individuals over

these projects. It is implemented quite extensively for purposes such as government allocat-

ing funds to public projects and funding agencies selecting research proposals to support.

This dissertation studies the welfare-related and fairness-related objectives for different PB

models. Our contribution lies in proposing and exploring novel PB rules that maximize wel-

fare and promote fairness, as well as, in introducing and investigating a range of novel utility

notions, axiomatic properties, and fairness notions, effectively filling the gaps in the existing

literature for each PB model. The thesis is divided into two main parts, the first focusing on

dichotomous and the second focusing on ordinal preferences. Each part considers two cases:

(i) the cost of each project is restricted to a single value and partial funding is not permitted

and (ii) the cost of each project is flexible and may assume multiple values.

Part I: Dichotomous Preferences

Restricted Costs: Egalitarian Participatory Budgeting

Egalitarianism holds significance in PB, capturing welfare as well as fairness. Our work in-

troduces and studies a natural egalitarian rule, Maxmin Participatory Budgeting (MPB). The

study consists of two parts: computational analysis and axiomatic analysis. In the compu-

tational part, we prove that MPB is strongly NP-hard and present several results on its fixed

parameter tractability. We also propose an approximation algorithm and further establish

an upper bound on the achievable approximation ratio for exhaustive strategy-proof PB al-

gorithms. In the axiomatic part, we investigate MPB by generalizing existing axioms and

introducing a new fairness axiom called maximal coverage, which we show MPB satisfies.
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Abstract

Flexible Costs: Welfare Maximization when Projects have Multiple Degrees of Sophisti-

cation

We introduce a novel PB model where projects have a discrete set of permissible costs, reflect-

ing different levels of project sophistication. Voters express their preferences by specifying

upper and lower bounds on the amount to be allocated for each project. The outcome of a PB

rule involves selecting a subset of projects and determining their costs. We propose a variety

of utility concepts and welfare-maximizing rules. We prove that all the positive findings from

single-cost projects can be extended to this new framework with multiple permissible costs

and further analyze the fixed parameter tractability of the problems. We also propose novel

and intuitive axioms and evaluate their compatibility with the four PB rules proposed by us.

Part II: Ordinal Preferences

Restricted Costs: Welfare Maximization and Fairness under Incomplete Weakly Ordinal

Preferences

This chapter focuses on incomplete weakly ordinal preferences and has two logical com-

ponents. The first component concentrates on maximizing welfare, while the second one

addresses fairness. In the first component, we introduce a family of rules, dichotomous trans-
lation rules, and the PB-Chamberlin-Courant (PB-CC) rule, which respectively expand on exist-

ing welfare-maximizing rules for dichotomous and strictly ordinal preferences. We show that

our expansions largely maintain and even enhance the computational and axiomatic prop-

erties of these rules. We also propose a new relevant axiom, pro-affordability. The second

component introduces the novel class of average rank-share guarantee rules to address fair-

ness in participatory budgeting with ordinal preferences, overcoming limitations of existing

fairness concepts in the literature.

Flexible Costs: Characterization of Group-Fair and Individual-Fair Rules under Single-

Peaked Preferences

We examine a PB model in which the cost of each project is completely unrestricted. Conse-

quently, this model is viewed as random social choice, where the probability associated with

a project in the outcome represents the fraction of the budget allocated to it. We investigate

fairness in social choice under single-peaked preferences. Existing literature has extensively

examined the construction and characterization of social choice rules in the single-peaked

domain. We non-trivially extend these findings by incorporating fairness considerations. To

address group-fairness, we partition voters into logical groups based on attributes like gender

or location. We introduce group-wise anonymity to capture fairness within each group and
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Abstract

propose the notions of weak group entitlement guarantee and strong group entitlement guaran-
tee to ensure fairness across groups. We characterize deterministic and random social choice

rules that achieve group-fairness. We also explore the case without groups and provide more

precise characterizations of rules achieving individual-fairness.
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Chapter 1

Introduction

This chapter serves as an introduction to participatory budgeting, its applications,
and the landscape of its variants. It then presents an overview of all the contributions
of this thesis.

In recent years, digital democracy has garnered significant interest, captivating researchers

and gaining widespread social support. The growing recognition of the importance of provid-

ing equitable representation for every citizen and engaging them directly in decision-making

processes has propelled the emergence of citizen-centric governance. Among the various ap-

plications of this approach, the one that stands out as particularly noteworthy and currently

captures the spotlight is participatory budgeting.

Participatory Budgeting (PB) is a voting paradigm that deals with the situations where a

divisible resource (such as money, time etc.) is to be distributed among a set of projects by

taking the preferences of stakeholders over the projects into account. The divisible resource

that is to be distributed is typically referred to as the budget, whereas the stakeholders are

typically referred to as voters.
PB finds immediate application in various domains, including government funding the

public projects, where the preferences of citizens are aggregated to make funding decisions

as displayed in Figure 1.1. It is also used by conference organizers to manage talk schedules,

taking into account the preferences of the audience. Additionally, companies employ PB to

select research proposals for funding, by aggregating the preferences of the selection panel

as displayed in Figure 1.2.

The success of PB is evident through its widespread adoption in numerous countries

worldwide, including the United Kingdom, the Netherlands, France, Sweden, Germany, Aus-

tria, and the United States [27, 74, 77, 79, 89]. Several platforms such as Polys platform
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Figure 1.1: Participatory budgeting for government funding public projects.

(https://polys.vote/participatory-budgeting-platform) and PB platform maintained

by Stanford university (https://pbstanford.org/) have also been set up to facilitate partic-

ipatory budgeting elections. This broad applicability of PB led to its extensive study in com-

putational social choice - an interdisciplinary field at the intersection of computer science,

artificial intelligence, and economics, dedicated to investigating preference aggregation. A

book chapter by Aziz and Shah [5] and a recent survey by Rey and Maly [72] provide an

excellent exposition.

In formal terms, a standard participatory budgeting model comprises several key compo-

Figure 1.2: Participatory budgeting for agencies funding research proposals.
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nents: the budget itself, a collection of projects, associated costs for each project, a group

of voters, and the preferences expressed by each individual voter. A participatory budgeting

rule combines these voter preferences and generates one or more ‘desirable’ budget alloca-

tions to the projects as the outcome. The notion of desirability for an outcome is defined

based on what we refer to as the ‘objective’ of the rule, which formalizes the criteria guiding

the decision-making process.

1.1 Landscape of PB Models
The PB models can be broadly classified with respect to three axes: (i) preferences of the

voters (ii) costs of the projects (iii) objective of the PB rule. Let us look at PB through each

of these lenses and understand the variants of PB models.

1.1.1 Preferences in PB

When approaching a voting problem, the initial consideration often revolves around the de-

sign of the ballots. The field of social choice offers various approaches for voters to express

their preferences regarding the projects under consideration. Furthermore, the participatory

budgeting literature proposes additional methods for eliciting preferences that are tailored

specifically to PB. In the following discussion, we introduce all the potential ballot formats

suitable for PB and illustrate them with a running example.

Example 1.1. Suppose there is a total budget of 1M units and the following projects need fund-
ing: {Library, Park, Station,Hospital, School,Museum}. There are multiple ways in which
voters can express preferences over the projects.

Figure 1.3: Stylized example to illustrate preferences for Example 1.1.
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• Dichotomous preferences: Every voter reports for each project whether or not she likes

the project. In other words, each voter is asked to report a subset of project she likes.

– Standard dichotomous preferences: Every voter is free to approve any subset of

projects she likes.

Example. A voter may choose to only approve {Library, Station,Hospital, School}
since they feel park or museum are a waste of money.

– Knapsack votes: Every voter approves a subset of projects whose total cost is within

the budget limit.

Example. Sometimes, each project may also have some fixed cost associated to them.
Every voter may be asked to approve projects such that the total cost is within the
budget. For example, suppose library costs 75K, park costs 50K, station costs 350K,
hospital costs 500K, school costs 200K, and a museum costs 400K. A voter cannot
approve {Library, Station,Hospital, School} since the total cost crosses 1M . She can
however approve {Library, Station,Hospital}.

– Threshold approval votes: Every voter approves all and only those projects for which

her implicit value crosses a threshold fixed by the PB organizer.

Example. Every voter may be, for instance, asked to approve the projects who she
thinks is worth at least 200K (this threshold could also be some numerical value of
cardinal utility which will be explained shortly).

• Ordinal preferences: Every voter gives an ordering or ranking over the projects under

consideration.

– Complete strictly ordinal preferences: Every voter reports a strict ordering over all

the projects.

Example. A voter may report a rankingHospital ≻ School ≻Museum ≻ Library ≻
Park ≻ Station.

– Complete weakly ordinal preferences: Every voter reports a weak ordering over all

the projects. That is, preferences allow for ties between the projects.

Example. A voter may report a rankingHospital ≻ {School,Museum} ≻ Library ≻
{Park, Station}. That is, the voter has equal preference for School and Museum.

– Incomplete strictly ordinal preferences: Every voter reports a strict ordering over

only a subset of projects, and ignores the rest.
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Example. A voter may report a ranking Hospital ≻ School ≻Museum ≻ Library.

– Incomplete weakly ordinal preferences: Every voter reports a weak ordering over

only a subset of projects, and ignores the rest.

Example. A voter may report a ranking Hospital ≻ School ≻ {Museum,Library}.

– Partial ordinal preferences: Every voter reports only a few pairwise comparisons

between the projects, without revealing the entire ordering over those projects.

Example. A voter may report a few comparisons: School ≻ Park, School ≻Museum,
Station ≻ Park, and Station ≻ Museum. Note that the preference between Park

and Musuem, or between School and Station cannot be inferred from the above.

• Cardinal preferences: Every voter assigns to each project a numerical value that quan-

tifies her liking for the project.

Example. A voter may say that she has a utility of 5 for Hospital and School, a utility
of 3 for Museum and Station, a utility of 2 for Library, and 1 for Park. Recall that in
a threshold approval vote, the PB organizer can ask a voter to approve all projects valued
at least 3 by her. In such a case, the voter with above stated preferences will approve
{Hospital, School,Museum, Station}.

1.1.2 Costs in PB

In participatory budgeting, the cost of a project signifies the amount that needs to be allocated

to the project in the event of its selection for funding. However, the specific context and

application of PB can introduce limitations on the funds dedicated to each project. As a

consequence, the following scenarios may arise:

• Restricted costs: The cost of each project is restricted to a single value. A project must

either receive an amount exactly equal to this value or must be not funded at all.

Example. A dam construction project, if funded, may need exactly $10B. Any amount less
than this would be inadequate and a higher amount would result in budget wastage.

• Flexible costs: The amount allocated to each project is permitted to assume multiple

values. This is further split into two possible scenarios:

– Partially flexible: A project can be implemented upto different degrees of sophisti-

cation and every degree corresponds to a different cost. The amount allocated to

the project by the PB rule must belong to this set of permissible costs.
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Example. A building could be constructed with wood, or cement, or stone. Each of
these options demands a different cost. The project, if selected, must be allocated an
amount equal to one of these permissible costs.

– Totally flexible: There is no restriction on the amount allocated to each project.

That is, projects do not have any associated cost(s) and any amount can be allo-

cated to each project.

Example. Any amount, however little or huge, could be used to donate for an envi-
ronmental cause. It is a welcome contribution and shall be put to use in some way.

1.1.3 Objectives of PB

As in any social choice setting, PB aims to achieve two primary objectives: maximizing welfare

and promoting fairness. Though the precise definitions of welfare and fairness depend on

the specific PB model and its application, we informally explain below an overarching idea of

what these objectives stand for. In the subsequent chapters, we will provide formal definitions

of these concepts, following the introduction of each specific PB model.

• Maximizing welfare: Utility of a voter is a function that quantifies the benefit a voter

derives from an outcome. Various welfare measures are formulated with respect to a

given utility notion. We explain three such prominent measures below:

– Utilitarian welfare: This is the sum of utilities of all the voters. An outcome that

maximizes utilitarian welfare selects a subset of projects that maximizes the sum

of utility of all the voters such that the total cost of the set is within the budget.

– Egalitarian welfare: This is the utility of the worst-off voter, or in other words,

the least of the utilities of all the voters. An outcome that maximizes egalitarian

welfare selects a subset of projects that maximizes the utility of the worst-off voter

such that the total cost of the set is within the budget.

– Nash welfare: This is the geometric mean of utilities of all the voters, and is often

viewed as a trade-off between utilitarian and egalitarian welfare.

• Achieving fairness: Fairness notions are established with the primary aim of guarantee-

ing equitable treatment for all voters or ensuring that they receive the treatment they

deserve. Various approaches exist to uphold this principle. In the following discussion,

we provide an informal explanation of some such ideas.
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– Guarantee-based fairness: Certain notions of individual-fairness guarantee that

each voter should find satisfaction with at least a predetermined fraction of the

budget allocation. Meanwhile, various group-fairness notions dictate that for a

group of voters, an amount proportionate to their group size must be allocated in

accordance with their collective preferences.

– Egalitarian fairness: The goal of maximizing egalitarian welfare is also often viewed

as a fairness goal that ensures that a voter from a minority group is treated on an

equal footing with a voter from the majority group. This objective aims to promote

symmetry in the treatment of individuals, irrespective of their strength.

1.2 Relating the Thesis to the State-of-the-Art
We first contextualize the thesis within the landscape discussed in the preceding section. We

particularly confine our work to dichotomous and ordinal preferences, especially due to their

cognitive simplicity over cardinal preferences [15].

Participatory Budgeting

Preferences

(P1) Dichotomous

(P2) Ordinal

Costs

(C1) Restricted

(C2) Flexible

Objective

(O1) Welfare Maximization

(O2) Fairness

(P1) - (C1) - (O1) [13, 16, 43, 45, 51, 54, 57, 73, 85], Chapter 3

(P1) - (C1) - (O2) [8, 26, 38, 43, 57, 60], Chapter 3

(P1) - (C2) - (O1) [10, 21], Chapter 4

(P1) - (C2) - (O2) [10, 21, 32]

(P2) - (C1) - (O1) [14, 57, 61], Chapter 5

(P2) - (C1) - (O2) [4, 57, 69], Chapter 5

(P2) - (C2) - (O1) [2]

(P2) - (C2) - (O2) [1, 6, 9, 37], Chapter 6

Table 1.1: A chart that brings out the positioning of the thesis contributions with respect
to the existing literature. The first entry indicates the preference elicitation method, the
second indicates whether the costs are restricted or flexible, and the third entry indicates the
objective considered. For example, ‘(P1)-(C2)-(O1)’ indicates that the work studies welfare
maximization under dichotomous preferences and flexible costs.
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1.2.1 Relevant Work and Research Gaps in the Literature

We now emphasize the existing gaps in the literature and elucidate how the thesis addresses

and bridges these gaps.

1.2.1.1 Dichotomous Preferences - Restricted Costs

In the context of welfare maximization under restricted costs model, Fluschnik et al. [43]

studied Nash welfare under cardinal preferences, whose results can also be extended to the

setting with dichotomous preferences. They prove that Nash welfare maximization is com-

putationally hard even for the most restricted special case with just two voters and unit cost

projects. Thus, the literature, with an exception of the work by Laruelle [57], only focused

on utilitarian welfare [13, 16, 45, 51, 54, 57, 73, 85]. Likewise, when it comes to fairness,

all the existing works, other than the work by Laruelle [57], looked at a guarantee-based

fairness notion called proportionality [8, 26, 38, 43, 57, 60] which ensures that every group

of cohesive voters (i.e., voters having similar preferences) must receive a utility proportional

to their group size. Both utilitarian welfare and proportionality suffer a common drawback:

they are majority driven. Let us understand this with an example.

Figure 1.4: Stylized example to illustrate the need for egalitarian welfare in PB under di-
chotomous preferences and restricted costs.

In Figure 1.4, each color denotes a county or district. Each column corresponds to a school

construction project proposed in that district and the heading of the column denotes its cost.

The total budget is 5 units. The populations of the three districts are 300, 200, and 100 respec-

tively. Every voter approves all and only the projects proposed in her district. The resultant
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outcomes of various objectives are denoted in pink-colored rows. It can be observed that the

outcomes maximizing utilitarian welfare or achieving proportionality ignore the needs of sky-

blue district. However, the government may want to construct schools in as many districts as

possible and promote universal literacy, instead of constructing multiple schools in one pop-

ulous district. Therefore, a more desirable goal could be to cover all the voters. An outcome

that maximizes the egalitarian welfare fulfills this purpose, as displayed in Figure 1.4. In fact,

this is why the egalitarian welfare maximization is also considered to be a fairness objective

as explained in Section 1.1.3.

Laruelle [57] experimentally evaluates a sub-optimal greedy algorithm for maximizing

egalitarian welfare and achieving egalitarian fairness. However, a study of achieving optimal
egalitarian welfare remained to be explored. We fill this void in our Chapter 3 by studying

the egalitarian welfare maximization and providing equitable treatment to all the voters.

1.2.1.2 Dichotomous Preferences - Flexible Costs

The existing work on PB under dichotomous preferences and flexible costs assumes that the

costs are totally flexible and that any amount can be allocated to any project [10, 21, 32].

However, there could be many scenarios where the costs are partially flexible. One such

example is illustrated in Example 1.2.

Figure 1.5: Stylized illustration of Example 1.2 to motivate PB under partially flexible costs.

Example 1.2. Suppose a multi-national company is renovating the facilities at its office to pro-
mote mental health of its employees and to motivate them to work from the office. Project
proposals include maintaining a small garden, building a sit-out area, constructing a food point
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etc. and the management decides to aggregate the preferences of employees. Each project can be
executed in multiple ways. The food centre could be coffee cafe, or a small snack and fast-food
center, or a full fledged restaurant; sit-out area may have chairs made of different materials, and
so on. Each of these possibilities correspond to a different cost.

Similarly, a health service construction project could build a primary healthcare center, or

a clinic, or a multi-speciality hospital. Assume that the construction of primary healthcare

center needs $1M , that of a clinic needs $10M , and that of a multi-speciality hospital needs

$100M . We need a constraint which enforces that if the health service project is chosen to

be funded, the amount allocated to it cannot be arbitrary and instead must belong to the set

{1, 10, 100}. In Chapter 4, we study the model with partially flexible costs and maximize the

utilitarian welfare.

1.2.1.3 Ordinal Preferences - Restricted Costs

Welfare Maximization. Welfare maximization in PB under restricted costs and ordinal pref-

erences is studied by Benade et al. [14] and Laurelle [57]. Benade et al. [14] assume that

all the voters implicitly have cardinal preferences over the projects and that the PB organizer

has access only to the ordinal preferences induced by these cardinal preferences. In other

words, ordinal preferences are assumed to act as a proxy to the implicit cardinal preferences.

Under this assumption, the authors quantified the distortion or loss in the utilitarian welfare

caused due to the lack of access to cardinal preferences. However, this work comes with a set

of drawbacks: (i) many times, the implicit preferences of the voters could simply be weakly

ordinal and not cardinal (ii) they assume that the ordinal preferences are strict, whereas in

real world, voters could be indifferent between two projects (iii) they assume that every voter

has a preference over every project, whereas in real world, voters could have preferences only

over a few projects and have no opinion on the others. Laurelle [57] experimentally eval-

uated a sub-optimal greedy algorithm to maximize welfare, but did not study any PB rules

that achieve optimal welfare. We bridge all these gaps in Section 5.3 of Chapter 5, wherein

we propose PB rules that achieve optimal utilitarian welfare for PB under incomplete weakly

ordinal preferences.

Fairness. While the egalitarian fairness for PB under ordinal preferences and restricted costs

is studied by Laurelle [57], the guarantee-based fairness notions are studied by Aziz and Lee

[4] and Pierczynski et al. [69]. Aziz and Lee [4] proposed two fairness notions, CPSC

(Comparative Proportionality for Solid Coalitions) and IPSC (Inclusive Proportionality for

Solid Coalitions), and Pierczynski et al. [69] followed the same lines of fairness (though their

results are for cardinal preferences, they could be applied to ordinal preferences). Notably,
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all these notions suffer from major drawbacks: (i) they assume the ordinal preferences to

be complete, whereas in real-world, voters could have no opinion on some projects (ii) an

outcome satisfying CPSC is not always guaranteed to exist (iii) they consider fairness to be a

hard constraint instead of optimizing it. Many times, this may result in sub-standard choices.

Let us look at a toy example that demonstrates this.

Figure 1.6: Stylized example to illustrate the drawback of existing fairness notions in PB
under ordinal preferences and restricted costs.

In Figure 1.6, we have 10 voters and a budget of 100 units. A project proposal to construct

shopping mall costs 10 units, whereas all the remaining projects, including a library con-

struction proposal, costs 91 units each. All the voters except one (say voter i) have the same

preference: they prefer library the most and shopping mall the least. Whereas voter i being

a shopping buff prefers shopping mall over everything else. Existing fairness notions insist

that the voter i has a right over 1
10

th fraction of budget, i.e., on 10 units of budget. Thus, any

fair outcome ends up selecting only the shopping mall project and chooses no other project,

resulting in the wastage of 90 units of budget. Moreover, mall is the least preferred project

for 90% of the voters. Upon closer examination of the example, it appears rather strange that

the library project was not chosen instead: library is the second most preferred project for

i and the most preferred project for all the remaining voters. In Section 5.4 of Chapter 5,

we elaborate on the underlying cause of this drawback in the existing fairness notions and

present two families of fair rules that effectively overcome this limitation.

1.2.1.4 Ordinal Preferences - Flexible Costs

For the space of PB under ordinal preferences and totally flexible costs, several works studied

individual-fairness [1, 6, 9] and a few papers looked at group-fairness [9, 37]. The existing

fairness notions have a few limitations. The first limitation is that they assume all the voters

to have equal rights over the budget. However, there could be many real-world scenarios

where each group is endowed with a different entitlement. One such example is the use of

affirmative actions (https://en.wikipedia.org/wiki/Affirmative_action) by numerous

governments in the world to uplift the minority and historically discriminated groups. The
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government may want the underprivileged groups to have a say on higher fraction of the

budget. The second limitation arises when the existing notions are applied to strictly ordinal

preferences: the notions simply reduce to dictatorship and yield unfavorable outcomes. In

Chapter 6, we will illustrate this weakness with multiple examples. Finally, in Section 6.5, we

propose fairness notions that overcome these disadvantages. We further characterize group-

fair and individually-fair PB rules that also satisfy other desirable properties.

1.3 Thesis Contributions and Overview
In this section, we outline the structure of the thesis and offer a concise overview of the key

technical contributions presented in each chapter. The thesis looks at PB models under each

of the four possible combinations (dichotomous preferences-restricted costs; dichotomous

preferences-flexible costs; ordinal preferences-restricted costs; ordinal preferences-flexible

costs). The results are organized in two parts: (I) dichotomous preferences and (II) ordinal

preferences. Each part further contains two chapters: the former chapter considers PB model

under restricted costs, whereas the latter chapter considers PB model under flexible costs.

Costs

Restricted Flexible

Part I:
Dichotomous

Chapter 3 Chapter 4

Preferences
Part II:
Ordinal

Chapter 5 Chapter 6

Table 1.2: An outline of the organization of the Thesis

For each of the four PB models, we propose novel PB rules that maximize welfare or pro-

mote fairness. To maximize welfare, we study utility notions existing in the literature and

also introduce new notions tailored to each model. We propose PB rules that optimize utili-

tarian or egalitarian welfare and thoroughly analyze the computational and axiomatic aspects

of these rules. In the context of fairness, we critically assess existing notions, emphasizing

their limitations and drawbacks. We put forward novel fairness notions which overcome

these limitations, and either construct or characterize several families of innovative fair PB

rules. Furthermore, we investigate the computational complexity of the newly proposed fair

PB rules. Overall, the thesis presents a range of novel utility notions, axiomatic properties,

fairness notions, and participatory budgeting rules for the four considered PB models.
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Part I: Dichotomous Preferences

This part has two chapters, Chapter 3 and Chapter 4, respectively dealing with restricted

costs and flexible costs. The first part studies the optimization of egalitarian welfare, whereas

the second part proposes four different families of rules each optimizing utilitarian welfare.

Chapter 3: Restricted Costs: Egalitarian Participatory Budgeting

Egalitarianism plays a crucial role in participatory budgeting (PB), functioning as both a wel-

fare and fairness objective, as discussed in Section 1.1. We introduce and examine a natural

egalitarian rule ,called Maxmin Participatory Budgeting (MPB). The study encompasses two

main components: computational analysis and axiomatic analysis.

In the computational analysis, we establish the computational complexity of MPB by

demonstrating its strong NP-hardness. We also delve into fixed parameter tractability re-

sults and then present an approximation algorithm that guarantees distinct additive approx-

imations for various families of instances. Furthermore, we provide an upper bound on the

achievable approximation ratio for exhaustive strategy-proof PB algorithms. In the axiomatic

analysis, we explore MPB by extending existing axioms and introducing a novel fairness ax-

iom known as maximal coverage. Through rigorous analysis, we explore the compatibility

of MPB with each of the axioms and prove that MPB satisfies maximal coverage, making it

desirable in terms of fairness.

Chapter 4: Flexible Costs: Welfare Maximization when Projects have Multiple Degrees

of Sophistication

We introduce a novel model that considers projects with a finite set of permissible costs,

each representing a distinct level of project sophistication. Voters participate express their

preferences for each project, specifying the range of costs they believe the project deserves.

The outcome of the participatory budgeting rule involves the selection of a subset of projects

and the determination of the amount allocated to each selected project.

We propose four utility notions that capture different aspects of voter preferences and

analyze welfare-maximizing rules corresponding to each of these notions. Importantly, we

demonstrate that the positive results observed in the context of single-cost projects can be

extended to our framework with multiple permissible costs. Additionally, we undertake a

thorough analysis of the fixed parameter tractability of the problems, considering both exist-

ing parameters and novel parameters to assess computational complexity. We also introduce

a set of intuitive axioms and scrutinize their compatibility with the four studied rules, thereby

gaining insights into the fairness and desirability properties of the proposed rules.
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Part II: Ordinal Preferences

This part also has two chapters, 5 and 6, respectively dealing with restricted and flexible costs.

Chapter 5 proposes families of rules that maximize welfare and two families that achieve

fairness. Chapter 6 characterizes the fair rules in a special domain of ordinal preferences.

Chapter 5: Restricted Costs: Welfare Maximization and Fairness under Incomplete

Weakly Ordinal Preferences

This chapter focuses on incomplete weakly ordinal preferences and has two logical compo-

nents. The first component presents rules that maximize the utilitarian welfare, whereas the

second component presents the rules that achieve fairness.

In the first component, we introduce a family of rules, dichotomous translation rules, which

expand on existing welfare-maximizing rules for dichotomous ordinal preferences. Likewise,

we also introduce the PB-CC rule (participatory budgeting chamberlin courant rule) that ex-

pands on the well known CC rule for strictly ordinal preferences. We show that all our

expansions largely maintain and even enhance the computational and axiomatic properties

of the parent rules. We also propose a new relevant axiom, pro-affordability. The second com-

ponent introduces the novel classes of average rank-share guarantee rules to address fairness

by overcoming limitations of existing fairness concepts in the literature.

Chapter 6: Flexible Costs: Characterization of Group-Fair and Individual-Fair Rules

under Single-Peaked Preferences

We assume that any amount can be allocated to each project, thereby making the model

equivalent to random social choice. We study fairness in social choice under single-peaked

domain. Literature has extensively examined the characterization of social choice rules in the

single-peaked domain. We extend these findings by incorporating fairness considerations.

To address group-fairness, we assume a partition of the voters into logical groups, based

on inherent attributes such as gender, race, or location. To capture fairness within each

group, we introduce the concept of Group-Wise Anonymity. To capture fairness across the

groups, we propose a weak and a strong notion of Group-Entitlement Guarantee (GEG). These

proposed fairness notions represent generalizations of existing individual-fairness notions.

We characterize deterministic and random social choice rules that achieve group-fairness.

We provide two separate characterizations of random rules: a direct characterization and an

extreme point characterization (as convex combinations of deterministic rules). Additionally,

we explore the case where no groups are present and provide more precise characterizations

of the rules that achieve individual-fairness.
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Chapter 2

Background

In this chapter, we provide the background necessary for understanding the techni-
cal contributions of this thesis. We begin by introducing fundamental notation and
then delve into the essential concepts of participatory budgeting and computational
complexity as prerequisites for the ensuing discussions.

2.1 Participatory Budgeting
Participatory Budgeting (PB) is a paradigm used to distribute a divisible resource, called

budget, among different projects. It involves aggregating preferences of stakeholders (referred

to as voters) to decide how the budget should be allocated to the projects. There are multiple

variants of PB models, as explained in Section 1.1. We start this section with introducing

important notations and mathematically formulating all the variants of PB.

2.1.1 Notations

Throughout the thesis, we assume that N = {1, 2, . . . , n} represents the set of n voters and

P = {p1, p2, . . . , pm} represents the set of m projects. The available budget that needs to be

distributed is represented by b. Additionally, there could be different kinds of restrictions on

the funds allocated to each project and voters can express their preferences in various ways.

2.1.1.1 Costs of Projects

The cost of a project signifies the amount that needs to be allocated to the project in the

event of its selection for funding. There may be a restriction on the amount each project

pj ∈ P could receive. That is, if pj is chosen to be allocated a non-zero amount in the final

outcome, that amount has to be a value from Xpj . We also refer to Xpj as the set of possible
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costs of the project pj. We mathematically define various possibilities of Xpj , as described in

Section 1.1.2.

• Restricted costs: The cost of each project pj is restricted to a single given value c(pj) ∈
N. That is, Xpj = {c(pj)}. This model is also referred to as indivisible PB in the literature.

• Flexible costs: The allocation amount for each project can take on multiple values,

which can further be divided into two cases:

– Partially flexible: Each project pj ∈ P has multiple degrees of sophistication,

{p1j , . . . , p
tj
j }, each representing a different way of executing the project. Each de-

gree ptj needs a cost of ctj ∈ N. If the project pj is chosen to be funded, the amount

allocated to it must belong to the discrete set Xpj = {c1j , . . . , c
tj
j }.

– Totally flexible: There are no fixed costs associated with the projects and each

project pj ∈ P may receive any amount. That is, Xpj = (0, b]. This model is also

referred to as divisible PB in the literature.

For a set S of projects, we use c(S) to denote the sum of costs of all the projects (or degrees

of projects, as applicable) in the set S. In the restricted costs model, we say that a set S of

projects is feasible if its total cost is within the budget limit, i.e., c(S) ≤ b. We use F to denote

the set of all feasible subsets of projects, i.e., F = {S ⊆ P : c(S) ≤ b}.

2.1.1.2 Preferences of Voters

In this section, we provide mathematical formalizations for the preference elicitation meth-

ods discussed in Section 1.1.1. Our focus is limited to the preference elicitation methods

investigated in this thesis.

• Dichotomous preferences:

– Standard dichotomous preferences: Every voter i ∈ N reports a subsetAi of projects.

– Knapsack votes: Every voter i reports a subset Ai of projects such that c(Ai) ≤ b.

Each project in the set Ai is considered to be approved by i.

• Ordinal preferences:

– Complete strictly ordinal preferences: Every voter i reports a strict ordering ≻i over

all projects in P .

17



– Incomplete weakly ordinal preferences: Every voter i reports a weak ordering ⪰i

over a subset of projects S ⊆ P .

We denote by ri(p) the rank of project p in the preference of i. Rank of a project p is

defined to be exactly one greater than the number of projects strictly preferred over p.

Given a value t ∈ {1, . . . ,m}, we use ⪰i(t) to denote all the projects ranked exactly t in

⪰i. Likewise, we use ≻(t) to denote the project ranked t in ≻i.

Let N denote the collection of preferences of all the voters in N . Under dichotomous prefer-

ences, we use A to denote the preference profile, i.e., A = N = (Ai)i∈N . When the preferences

are ordinal, we use P to denote the preference profile, i.e., P = N = (⪰i)i∈N (or P = (≻i)i∈N
when the preferences are strictly ordinal). In this thesis, henceforth, the term dichotomous

preferences implies standard dichotomous preferences unless specified otherwise.

A typical participatory budgeting instance I is ⟨b,N, P, (Xpj)pj∈P ,N⟩. In each chapter,

the variables (Xpj)pj∈P and N will be adjusted accordingly based on the specific preference

elicitation method and cost restriction in each model. Please note that in a model with totally

flexible costs, (Xpj)pj∈P can be omitted from the instance since it is implicitly understood.

2.1.1.3 Participatory Budgeting Rule

In the PB model with restricted costs, a PB rule aggregates the preferences of voters and

outputs one or more feasible subsets of projects.

Definition 2.1 (PB Rule under Restricted Costs). Given a PB instance I, a PB rule R generates
one or more feasible subsets of projects. That is, R(I) ⊆ F.

A PB rule under restricted costs is said to be irresolute if it outputs more than one feasible

subsets of projects. In the PB model with flexible costs, a PB rule aggregates the preferences

of voters and outputs the corresponding amount allocated to each project. Note that if a

project is not chosen to be funded, it gets allocated an amount of 0.

Definition 2.2 (PB Rule under Flexible Costs). Given a PB instance I, a PB rule R outputs
the corresponding allocated cost xj ∈ Xpj ∪ {0} for each project pj ∈ P .

2.1.2 Utility Notions

There are various methods to measure the utility that a voter obtains from the outcome

of a PB rule. In this section, we present the existing utility notions for both dichotomous

preferences and ordinal preferences.
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Note: Utility notions in this section are only defined for the restricted costs model. Utility

notions for partially flexible costs model do not exist in the literature (the thesis ad-

dresses this gap in subsequent chapters). While utility notions for totally flexible cost

exist in the literature, they are beyond the purview of this thesis.

2.1.2.1 Utilities under Dichotomous Preferences

Talmon and Faliszewski [85] introduced three notions of utilities for PB under dichotomous

preferences and restricted costs. They are as follows:

1. Cardinal utility: Each voter i derives a utility of 1 from an approved project p if the

project is chosen in S and 0 otherwise. That is,

ui (S) = |p : p ∈ Ai ∩ S|.

2. Cost utility: Each voter i derives a utility of c(p) from an approved project p if the

project is chosen in S and 0 otherwise. That is,

ui (S) =
∑

p∈Ai∩S

c(p).

3. Boolean utility: Each voter i derives a utility of 1 if at least one project in Ai is chosen

in S and 0 otherwise. That is,

ui (S)=

1 Ai ∩ S ̸= ∅

0 otherwise

2.1.2.2 Utilities under Ordinal Preferences

While there is no specific utility notion for PB under ordinal preferences defined in the lit-

erature, various utility notions established for other social choice problems under ordinal

preferences can readily be extended to PB as well. In this thesis, we specifically focus one

such utility concept: Chamberlin-Courant (CC) utility [29]. The notion intuitively implies

that a voter derives utility from the rank of her most preferred funded project.

CC utility: Each voter i with an ordinal preference derives a utility of ui (S) = m−min
p∈S

ri(p).
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Example. Suppose we have m = 4 projects. Let the ordinal preference of voter i be {p1, p3} ≻i
p4 ≻i p2. Consider the set S = {p2, p4}. The most favorite funded project of i is p4 and its rank is
ri(p4) = 3 (since exactly two projects are preferred over it). Therefore ui (S) = 4− 3 = 1.

2.1.3 Welfare Measures

Welfare maximization has been one of the most commonly pursued objective in social choice

literature. As informally discussed in Section 1.1.3, the literature formulates several welfare

measures with respect to a utility notion. In this thesis, we investigate two such welfare

measures: utilitarian welfare and egalitarian welfare.

1. Utilitarian Welfare: Also referred to as social welfare in the literature, this measure

simply reflects the sum of utilities of all the voters, that is, UW (S) =
∑
i∈N

ui (S).

2. Egalitarian Welfare: Also referred to as rawlsian welfare in the literature, this measure

reflects the utility of the worst-off voter, that is, EW (S) = min
i∈N

ui (S).

The typical objective of a welfare-maximizing PB rule is to find feasible set(s) of projects

which maximizes the welfare objective. Nash welfare is beyond the purview of this thesis,

particularly due to its extreme computational intractability as mentioned in Section 1.2.1.1.

2.2 Computational Complexity Concepts
Computational complexity of a problem is an evaluation of the resources such as time and

space required to solve the problem [48]. Computational complexity theory, in general, fo-

cuses on classifying problems into specific complexity classes, such that all the problems within

a class are understood to have similar complexity [64]. This thesis investigates the time com-

plexity of various participatory budgeting problems. We briefly introduce the background on

time complexity classes.

The problems in theoretical computer science are broadly classified into two categories:

decision problems and optimization problems. A decision problem focuses on verifying

whether or not a solution satisfying required properties exist. Alternatively, the corresponding

optimization problem computes such a solution(s). Clearly, optimization version of a problem

is at least as hard as its decision version. So, the positive results are usually presented for the

optimization version, whereas the negative/impossibility results are presented for the latter.

2.2.1 P and NP

The most fundamental classes of time complexity of problems are P and NP. The class P is a

collection of all problems that can be solved in polynomial (in size of the input) time using a
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deterministic Turing machine, whereas the class NP is a collection of all those problems that

can be solved in polynomial time using a non-deterministic Turing machine. The query on

whether or not P and NP classes are equal remains an open question. However, it is widely

believed that P ̸= NP.

For the sake of simplicity, our statements in the thesis are with respect to a deterministic

Turing machine. We refer to the problems in P as polynomial-time solvable or computa-

tionally tractable problems, and those in NP or in the classes more complex than NP as

computationally hard or intractable problems. To prove that an optimization problem is in

P, we propose algorithms that run in polynomial time in size of the input. To prove that an

optimization problem is computationally hard, we generally define its decision version and

prove that it is at least as hard as an existing decision problem in NP class. We achieve this

by a process of reduction of one problem to the other.

Formally, a decision problem is encoded as a language D ⊆ Σ∗ over an alphabet Σ.

Definition 2.3. A decision problem D1 reduces to another decision problem D2 if there exists a
polynomial-time computable function f such that for every x ∈ Σ∗, x ∈ D1 ⇐⇒ f(x) ∈ D2.

Definition 2.4 (NP-hard and NP-complete). A decision problem D is said to be NP-hard if all
problems in NP reduce to D. If a NP-hard problem D belongs to NP, D is said to be NP-complete.

2.2.2 Coping with Intractability

Consider a NP-hard decision problem D and its corresponding optimization problem OD.

As described in the previous section, the fact that D is NP-hard is informally interpreted as

follows:

Given an arbitrary instance I of OD, it is intractable to compute an optimal solution.

To cope up with such a negative result, scientists commonly attack the problem in one or

more of the following different directions:

(i) The problem is intractable for arbitrary instances. But does it become tractable for

special families of instances that satisfy a specific property or structure?

(ii) The problem is intractable, which means that it is not known to be solved in polynomial-

time. Could it be partially tractable? If yes, what must be the definition of partial

tractability?

(iii) Finding an optimal solution is found to be intractable. Would it be tractable to find a

sub-optimal solution close to the optimal solution? If yes, how should the closeness be

defined?
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For the first direction, we look at families of instances satisfying a certain property. For

example, in the space of instances of PB under dichotomous preferences, we could confine to

instances with only knapsack votes (since knapsack votes are a special case of dichotomous

preferences). We could also impose other properties on the instances and shrink the space of

instances further.

2.2.2.1 Partial Tractability

For the second direction, we discuss two notions of partial tractability from the literature:

pseudo-polynomial time tractability and fixed parameter tractability.

Pseudo-polynomial time tractability. A problem D is said to be computed in polynomial

time (and thus lie in P) if its running time is a polynomial in the size of the instance I, i.e.,

in the number of bits used to represent the instance. In other words, the running time must

be O(|I|c) for some constant c, where the size |I| = O(log I).

On the flip side, D is said to be computed in pseudo-polynomial time if its running time is

a polynomial in the size of I when I is expressed in unary. In other words, the running must

be O(|I|c) for some constant c, where the size |I| = I.

Definition 2.5 (Weakly NP-hard and Strongly NP-hard). A NP-hard problem is said to be
weakly NP-hard if it is solvable in pseudo-polynomial time and strongly NP-hard otherwise.

Fixed parameter tractability. An alternative way to define partial tractability is to identify

the specific parameter(s) of an instance that is the primary cause of intractability and demon-

strate that the running time is polynomial when this particular parameter remains constant

[31]. To formally define this, we first define the problem in terms of parameter.

Formally, a parameterized decision problem is encoded as a language D ⊆ Σ∗×Σ∗ , where

Σ is a finite alphabet. The second part of the problem indicates the parameter.

Definition 2.6. A parameterized decision problem D is said to be fixed parameter tractable
with respect to the parameter k if it can be decided whether or not (I, k) ∈ D by an algorithm in
f(k).|I|O(1) time, where f is an arbitrary computable function depending only on k.

FPT class is a collection of all fixed parameter tractable problems and a problem D as

described in Definition 2.6 is said to be in FPT w.r.t. parameter k. However, even when

the parameters remain constant, some problems could still continue to be intractable. Such

problems are naturally harder than the NP-hard problems in FPT. Downey and Fellows [31]

classified parameterized intractable problems into W-hierarchy based on boolean circuits.
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Below is a demonstration of relations between all these classes:

FPT = W[0] ⊆ W[1] ⊆ W[2] ⊆ . . .W[P] ⊆ NP

This thesis contains results only on FPT class and W[2] class. Parallel to Definition 2.3 and

Definition 2.4, we have parameterized reductions and W[t]-hardness as defined below.

Definition 2.7. A parameterized decision problem D1 ⊆ Σ∗×Σ∗ reduces to another parameter-
ized decision problem D2 ⊆ Σ∗ × Σ∗ by parameterized reduction if there are two computable
functions h1 and h2 depending only on |k| and a function depending on I and k such that

1. (I, k) ∈ D1 ⇐⇒ f(I, k) ∈ D2

2. h1(k) = k′ whenever f(I, k) = (I ′, k′)

3. f is computable in |I|O(1).h2(|k|)

Definition 2.8 (W[t]-hard). A parameterized decision problem D is said to be W[t]-hard if all
problems in W[t] reduce to D.

2.2.2.2 Approximation Algorithms

Finally, we discuss the third direction of coping up with intractability, in which we find a

sub-optimal solution in polynomial time and quantify its closeness to the optimal solution.

This is precisely achieved by what are called as approximation algorithms in the literature.

We recommend the textbooks by Vazirani [88] and Williamson and Shmoys [90] for a com-

prehensive overview of the topic.

If the objective in an optimization problem OD is to maximize a given function, we call the

problem a maximization problem. Likewise, if the objective is to minimize, we refer to the

problem as a minimization problem. Let Y denote the space of all the possible input instances

of the problem OD. Let ALG denote a polynomial-time approximation algorithm returning

a sub-optimal solution for the problem, whereas OPT denotes the optimal algorithm (opti-

mizes the objective exactly). The approximation ratio of ALG denotes the ratio between the

optimal value of the objective and the value returned by ALG, in the worst case scenario.

Formally, we define it below.

Definition 2.9 (Approximation Ratio). For a maximization problem, approximation ratio of
an algorithm is the maximum value ζ ∈ (0, 1) such that ALG(I) ≥ ζ · OPT (I) for every I ∈ Y.
For a minimization problem, approximation ratio of an algorithm is the minimum value ζ > 1

such that ALG(I) ≤ ζ ·OPT (I) for every I ∈ Y.
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By definition, approximation ratio can never be 1. Garey and Johnson [47] further intro-

duced the concept of approximation schemes, which is to propose a single polynomial-time

algorithm with an accuracy parameter ϵ such that it always guarantees an approximation

ratio that is a function of ϵ and very close to 1. We formally define them below.

Definition 2.10 (Polynomial Time Approximation Scheme (PTAS)). An algorithm ALG for
the problem OD is said to be a PTAS, if for a given acuracy parameter ϵ > 0, for every instance
I ∈ Y, it holds that ALG(I) ≥ (1 − ϵ) · OPT (I) when OD is a maximization problem and
ALG(I) ≤ (1 + ϵ) ·OPT (I) when it is a minimization problem.

Note that closer the ϵ is to 1, stronger is the approximation ratio. This means that, though

getting an approximation ratio of 1 is intractable, getting a ratio arbitrarily close to 1 is

tractable. An algorithm with a running time O(|I| 1ϵ ) is also a PTAS. The next approximation

scheme prohibits ϵ from taking such a position in the exponent.

Definition 2.11 (Fully Polynomial Time Approximation Scheme (FPTAS)). An algorithm
ALG is said to be a FPTAS, if it is a PTAS whose running time is O(|I|O(1)(1

ϵ
)O(1)), where |I| is

the input size and ϵ is the accuracy parameter.
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Part I

Dichotomous Preferences
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Chapter 3

Restricted Costs: Egalitarian Participatory
Budgeting

Egalitarianism, an important objective in participatory budgeting (PB) that maxi-
mizes the utility of worst-off voter, has not received much attention in the case where
costs of the projects are restricted to a single value. We address this gap in this chapter
through a detailed study of a natural egalitarian rule named Maxmin Participatory
Budgeting (MPB). Our study is in two parts: (1) computational (2) axiomatic.

In the computational part, we establish the computational complexity of MPB and
present pseudo-polynomial time and polynomial-time algorithms, parameterized by
well-motivated parameters. We introduce an algorithm that provides distinct additive
approximation guarantees for various families of instances and demonstrate through
empirical evidence that our algorithm yields exact optimal solutions on real-world
participatory budgeting datasets. Additionally, we determine an upper bound on
the achievable approximation ratio for MPB by examining exhaustive strategy-proof
participatory budgeting algorithms.

In the second part, we embark on an axiomatic study of the MPB rule by extending
existing axioms found in the literature. This study culminates in the introduction of
a novel fairness axiom named maximal coverage, which effectively captures fairness
considerations. We investigate the compatibility of MPB with all the axioms.

3.1 Motivation
Among the various preference elicitation methods for participatory budgeting, dichotomous

preferences (each voter specifying a subset of projects to be funded) have received much
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attention in the literature due to their cognitive simplicity [15]. In participatory budgeting

under dichotomous preferences, one way to define the utility of a voter is to base it on the

number of approved projects of the voter that are funded [54, 69, 73]. This notion, however,

fails to capture the role played by the size of a project, as demonstrated below in Example 3.1.

Example 3.1. The budget is $100M . A PB rule selects two projects approved by voter 1, costing
$4M and $6M , and a project approved by 2 costing $90M . The utility notion based on cardinality
gives higher utility to voter 1 though 90% of the budget is allocated favorably to voter 2.

This immediately motivates other well-studied notion of utility, namely, the total amount

allocated to the approved projects of the voter [10, 21, 32, 45, 51, 85], also explained in

Section 2.1.2.1. Assuming that the utility of a voter is the total amount allocated to its

approved projects, the natural question that follows is to decide the appropriate objective of

participatory budgeting.

When the objective of participatory budgeting is to maximize welfare, Fluschnik et al. [43]

studied Nash welfare maximization, which is to maximize the geometric mean of utilities of

all the voters. The authors proved that maximizing Nash welfare is computationally hard

even for the most restricted special case with just two voters and unit cost projects (their

results assume cardinal preferences, but can also be trivially extended to the setting with

dichotomous preferences). This resulted in most works focusing on the maximization of

utilitarian welfare, which is the sum of utilities of all the voters [13, 16, 45, 51, 57, 85].

On the other hand, when the objective of participatory budgeting is to achieve fairness,

most works looked at a guarantee-based fairness notion called proportionality [8, 26, 38, 43,

57, 60] which ensures that every group of cohesive voters (i.e., voters having similar prefer-

ences) must receive a utility proportional to their group size. Notably, both the objectives of

achieving utilitarian welfare maximization and proportionality suffer a major disadvantage

of being majority-driven. To understand it, let us look at two examples: Example 3.2 and

Figure 1.4.

Example 3.2. A budget of $50M is to be allocated to school construction projects in three vil-
lages, X, Y, and Z, with populations of 10000, 6000, and 2000, respectively. Village X proposes
schools at localities {X1, X2, X3, X4} costing {$10M, $20M, $20M, $60M} respectively, Y pro-
poses schools at {Y1, Y2, Y3} costing {$14M, $14M, $16M} respectively, and Z proposes a school
at Z1 costing $6M. Suppose each voter in a village approves all and only the projects proposed
by her village.
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Utilitarian welfare maximization would result in the schools being constructed at {X1, X2, X3}.
The fairness notions based on proportionality also ignore the village Z since the population
strength of 2000 is not proportionate to the amount $6M needed. However, the government
may want to construct schools in as many villages as possible instead of constructing multiple
schools at various locations of the same village. In such a scenario, the outcome {X1, X2, Y1, Z1}
represents all the villages including minorities, and promotes universal literacy.

Figure 1.4: A toy example to demonstrate where egalitarian welfare fares better than utili-
tarian welfare and proportionality. Colors represent counties or districts, columns represent
sewage projects with associated costs. Total budget available is 5 units. District populations
are 300, 200, and 100. Each voter approves only the projects in their district. Outcomes for
different objectives are in pink rows. Evidently, utilitarian and proportional outcomes neglect
sky-blue district, while egalitarian outcome does not. (figure repeated from page 8).

The example presented above underscores the importance of prioritizing an egalitarian

objective. In simpler terms, when the goal is to maximize the utility of the most disadvan-

taged voter (i.e., the voter with least utility), the issue of favoring majority preferences, as

demonstrated in the example, would not arise. This is precisely why, as explained in Sec-

tion 1.1.3, egalitarian welfare maximization is considered to be a welfare objective as well as

a fairness objective in the social choice literature.

In the models where the costs of projects are flexible, egalitarian objectives are studied

by Aziz and Stursberg [6], Aziz et al. [10], Airiau et al. [1], and Tang et al. [86]. When

costs of the projects are restricted to admit only one value, Laruelle [57] conducted a case

study that experimentally evaluated a sub-optimal greedy algorithm to optimize an egalitarian

objective. However, rather surprisingly, a theoretical or experimental study on achieving
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optimal egalitarian welfare did not exist and this chapter fills the said void. It needs to be

mentioned that Brams et al. [22] studied a very restricted special case of our model, named

multi-winner voting, where the budget is k units and the projects cost 1 unit each.

3.2 Contributions and Organization of the Chapter
We choose the maxmin as the egalitarian objective to be optimized. We propose the rule,

Maxmin Participatory Budgeting (MPB), which maximizes the utility of the voter with least

utility. Our study of MPB for indivisible PB is in two parts: (1) computational (2) axiomatic.

In the first part (Section 3.4), we prove that MPB is computationally hard and give

pseudo-polynomial time and polynomial-time algorithms when parameterized by certain

well-motivated parameters. We propose an algorithm that achieves, for MPB, additive ap-

proximation guarantees for several restricted spaces of instances and empirically show that

our approximation algorithm in fact gives exact optimal solutions on real-world PB datasets.

We also establish an upper bound on the approximation ratio achievable for MPB by the

family of exhaustive strategy-proof PB algorithms, thereby quantifying the loss in welfare

incurred due to strategy-proofness.

In the second part (Section 3.5), we undertake an axiomatic study of the MPB rule by

generalizing known axioms in the literature. Our study leads us to propose a new axiom,

maximal coverage, which captures the fairness notion diversity [40]. We prove that MPB

satisfies maximal coverage and achieves diversity.

3.3 Notations
We recall the necessary notations and terms defined in Section 2.1 and also define the MPB

rule. Recall that N = {1, . . . , n} is the set of voters and P = {p1, . . . , pm} is the set of projects.

The function c : P → N represents the cost and b ∈ N is the total budget available (note that

N is the set of natural numbers). The dichotomous preference profile of all voters, (Ai)i∈N , is

represented by A, where Ai ⊆ P is the set of projects approved by the voter i. An instance I

of participatory budgeting is ⟨N,P, c, b,A⟩. With a slight abuse of notation, we represent the

cost of a set S of projects,
∑

p∈S c(p), by c(S). A set S is said to be feasible if c(S) ≤ b. A

feasible approval vote Ai is also called a knapsack vote. Let F represent the set of all feasible

subsets of projects. Recall the definition of a PB rule as described below.

Definition 2.1. Given a PB instance I, a PB rule R generates one or more feasible subsets of
projects. That is, R(I) ⊆ F.

A PB algorithm is a PB rule such that always outputs only a single feasible subset, or in
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other words, for all I, |R(I) | = 1. Utility of a voter i from a set of projects S is defined as the

amount of money allocated to the projects approved by i, i.e., ui(S) = c(Ai ∩ S).

Definition 3.1 (Maxmin Participatory Budgeting (MPB)). Given a PB instance I, the MPB

rule outputs a set of all subsets S ⊆ P such that

S ∈ argmax
S∈F

min
i∈N

ui(S).

Note that our MPB rule is irresolute by its definition (Section 2.1.1.3) since there could

be multiple optimal subsets. For ease of presentation, we call the objective optimized by

the MPB rule the MPB objective or simply MPB. Given a PB instance I and a score s, the

problem of determining if there exists S ∈ F such that mini∈N ui(S) ≥ s is called the decision

version of MPB.

3.4 Computational Results
We first prove the hardness of MPB and present some tractable special cases based on certain

well-motivated parameters. We then give an approximation algorithm for MPB and show em-

pirically that, in fact, it gives exact optimal solutions on real-world PB datasets. We conclude

the section by establishing an upper bound on the approximation ratio achieved for MPB by

any exhaustive strategy-proof PB algorithm. We start by formulating MPB as the following

integer linear program (ILP) where each variable xp corresponds to selection of the project p.

max q

subject to q ≤
∑
p∈Ai

c(p)xp ∀i ∈ N (3.1)∑
p∈P

c(p)xp ≤ b

xp ∈ {0, 1} ∀p ∈ P (3.2)

q ≥ 0

As we can see, any feasible solution of the above ILP corresponds to a subset S ⊆ P that

includes all and only the projects whose corresponding variable x is assigned 1 in the solution.

The second constraint ensures feasibility of the subset. Equation (3.1) sets the value of q to

be equal to min
i∈N

ui (S).
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3.4.1 NP-Hardness

Decision version of MPB is found to be strongly NP-hard based on a reduction from a well

known problem SET COVER in the literature.

Definition 3.2 (SET COVER). Given a set U of elements, a collection S of subsets of U , and a
positive integer k, the SET COVER problem is to find if there exists F ⊆ S such that ∪P∈FP = U

and |F | = k.

The above problem of SET COVER is known to be strongly NP-hard [48]. We reduce this

problem to the decision version of MPB to prove the following result.

Theorem 3.1. The decision version of MPB is strongly NP-hard.

Proof: We give a reduction from the SET COVER problem. Given an instance ⟨U, S, k⟩ of SET

COVER, we construct an MPB instance as follows: For each C ∈ S, create a project pC with

unit cost. For each i ∈ U , create a voter i with Ai = {pC : i ∈ C}. Set b = k and s = 1. We

claim that both these instances are equivalent.

To prove the correctness of our claim, first assume that we are given a YES instance of SET

COVER. That is, there exists F ⊆ S such that |F | = k and all elements of U are covered in

F . The corresponding set of projects {pC : C ∈ F} is feasible since |F | = k. Every voter has

at least one approved project selected and hence the minimum utility of a voter is at least

1. Thus, it is a YES instance of our MPB problem. Likewise, if we assume that the reduced

instance is a YES instance, we have a set of k projects such that at least one approved project

of each voter is selected. This implies that the given instance is YES instance of SET COVER

and thus completes the proof. 2

3.4.2 Tractable Special Cases

A popular way of addressing computational intractability of a problem is to study the special

conditions under which the problem becomes tractable (Section 2.2.2.1). We discuss some

special cases where MPB becomes more tractable than the proved hardness in the previous

section.

3.4.2.1 Constant Number of Projects

We look at this parameter, since, in many scenarios, there can be an upper bound on the

number of projects that can be funded due to logistic reasons.

Theorem 3.2 (Lenstra and Hendrik [59]). Solving an ILP instance is fixed parameter tractable
parameterized by the number of variables.
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Proposition 3.1. MPB is fixed parameter tractable parameterized by the number of projects.

Proposition 3.1 follows from Theorem 3.2 since MPB is formulated as an ILP.

3.4.2.2 Constant Number of Distinct Votes

In many real-world scenarios, though the number of voters is large, the number of distinct

votes is small. That is, the set of voters can be partitioned into a small number of equivalence

classes such that all voters in an equivalence class approve the same set of projects. For exam-

ple, the 2018 PB elections held in Powazki (Warsaw, Poland) had 3482 voters, out of which

there were only 16 distinct approval votes. In fact, it has been found that in many real-life PB

datasets [84], the number of distinct votes is less than 20% of the number of voters. Informa-

tion on some such datasets is included at https://github.com/Participatory-Budgeting/

maxmin_2022. Assuming that the number of distinct votes is small enough, we first prove

that MPB is not strongly NP-hard, but is only weakly NP-hard. To prove this, we employ the

SUBSET SUM problem as defined below.

Definition 3.3 (SUBSET SUM). Given an integer Z and a set of integers X = {x1, x2, . . . , xn},
the SUBSET SUM problem is to determine if there exists a subset X ′ ⊆ X such that

∑
x∈X′ x = Z.

The above SUBSET SUM problem is known to be weakly NP-hard [48]. We are now ready

to present our next result.

Theorem 3.3. The decision version of MPB is weakly NP-hard when the number of distinct votes
is constant.

Proof: We present a reduction from SUBSET SUM problem to our problem. Given an instance

⟨Z,X⟩ of SUBSET SUM, we construct an MPB instance as follows: For each xi ∈ X, create a

project pi with cost xi. Create a single voter who approves all the projects. Set b = s = Z. We

claim that both these instances are equivalent.

To prove the correctness, first assume that we are given a YES instance of SUBSET SUM.

That is, there exists X ′ ⊆ X such that
∑

x∈X′ x = Z. Corresponding set of projects {pi : xi ∈
X ′} is feasible since b = Z and the utility of voter is the total cost of this set and is exactly

Z. Thus, this is a YES instance of our problem. Likewise, if we assume that the reduced

instance is a YES instance of our problem, we have a set S of projects whose total cost is Z.

The solution {xi : pi ∈ S} makes it a YES instance of SUBSET SUM 2

Theorem 3.1 implies that it is impossible to have a pseudo-polynomial time algorithm if

the number of distinct votes is large. Since the MPB is only weakly NP-hard when the number

of distinct votes is small, we provide a pseudo-polynomial time algorithm to solve MPB for

that case.
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Theorem 3.4. MPB can be solved in pseudo-polynomial time when the number of distinct votes
is constant.

Proof: Let the number of distinct votes be n̂. Let A1, . . . , An̂ represent these distinct votes.

We propose a dynamic programming algorithm. Construct a n̂+2 dimensional binary matrix

Q such thatQ(i, j, u1, . . . , un̂) takes a value 1 if and only if there exists a subset S ⊆ {p1, . . . , pi}
such that c(S) ≤ j and c(S ∩ At) = ut for all t ∈ [n̂]. Here, i takes values from 1 to m, j takes

values from 0 to b, and the remaining entries take values from 0 to j. Let the collection of all

such n̂+ 2 sized tuples be X. We fill the first row of the matrix as follows:

Q(1, j, u1, . . . , un̂) =


1 if j ≥ c(p1) , ut ∈ {0, c(p1)},

ut = 0 ⇐⇒ p1 /∈ At ∀t ∈ [n̂]

0 otherwise

Now, we fill the matrix recursively as follows:

Q(i, j, u1, . . . , un̂) = max{Q(i− 1, j, u1, . . . , un̂),

Q(i− 1, j − c(pi) , v1, . . . , vn̂)}

where for all t ∈ [n̂], vt is ut if pi /∈ At and ut − c(pi) otherwise. We know that there are |X|
entries in our matrix. The solution of MPB is as follows:

max
(m,b,u1,...,un̂)∈X

(
Q(m, b, u1, . . . , un̂) ·min

t∈[n̂]
ut

)
Running Time. There are at most m(b + 1)n̂+1 tuples in X and computing each entry of

our matrix takes constant time. The computation of MPB solution from the matrix takes

O(n̂bn̂ log b) time. The total running time is O(mn̂bn̂ log b), which is pseudo-polynomial if n̂ is

constant. Correctness follows from the definition of Q. 2

3.4.2.3 Constant Scalable Limit

We introduce a new natural parameter, scalable limit, that is reasonably small in several real-

world PB elections.

Definition 3.4 (Scalable Limit). Given a PB instance ⟨N,P, c, b,A⟩, the ratio max(c(p1),...,c(pm))
GCD(c(p1),...,c(pm),b)

is referred to as scalable limit, denoted by δ.

Often in many real-world settings, costs of the projects and the budget are expressed as

multiples of some large value. For example, suppose a budget of 10 billion dollars is to be
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distributed among a set of projects costing hundreds of millions each. That is, the cost of

each project is a multiple of $100M. This PB instance could be scaled down by dividing the

costs and budget with $100M to derive a new instance with a budget of 100. If the cost of

the most expensive project originally was $900M, it would now cost 9 in the scaled down

instance. This number 9 is what we call the scalable limit. In other words, the scalable

limit of an instance is the cost of the most expensive project after scaling down the costs and

budget to values as low as possible. This parameter takes quite low values in many real-

world PB election datasets, e.g., Boston, New York District 8, Seattle District 1 (2019) etc.

(see https://pbstanford.org/).

From Theorem 3.3, we know that MPB is not polynomial time solvable even if the number

of distinct votes is small. We now prove that, if the scalable limit is also small in conjunction

with the number of distinct votes being small, then MPB is polynomial time solvable. Before

we prove this result, we state a theorem that we crucially use in the proof.

Theorem 3.5 (Jansen and Rohwedder [55]). Solving an ILP instance is fixed parameter tractable
parameterized by sum of the highest value in the coefficient matrix and the number of constraints.

Theorem 3.6. MPB is fixed parameter tractable parameterized by sum of the scalable limit and
the number of distinct votes.

Proof: Let n̂ be the number of distinct votes and let A1, . . . , An̂ represent these distinct

votes. Divide the costs and budget of the instance by GCD(c(p1) , . . . , c(pm) , b) to obtain a

new instance I′ with costs c′ and budget b′. Clearly, I′ has the same optimal MPB solution as

that of I.

From Theorem 3.5, it is known that the problem of solving an ILP is in FPT when param-

eterized by the number of constraints and the highest value in coefficient matrix [46]. We

modify the ILP for MPB by replacing N with [n̂] and c with c′. Now, the highest value in the

coefficient matrix is max(c′(p)), i.e., δ, and the number of constraints is n̂ +1. Clearly, the

modified ILP is equivalent to the initial ILP and the theorem follows. 2

3.4.3 An Efficient Approximation Algorithm

Another popular way of coping with intractability of a problem is resorting to approxima-

tion algorithms (Section 2.2.2.2). In this section, we first introduce a family of PB algo-

rithms called as Ordered-Fill algorithms. We then propose an approximation algorithm, called

ORDERED-RELAX, from this family, that is based on LP-rounding. We prove that it achieves ap-

proximation guarantees for MPB for some restricted spaces of instances. We show empirically

that it provides exact optimal solutions for MPB on real-world PB datasets.
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Definition 3.5 (Ordered-Fill Algorithms). Given a participatory budgeting instance I, an
ordered-fill algorithm with respect to a complete order ≻ over P selects the projects in the de-
creasing order of their ranks in ≻ until the next ranked project does not fit within the budget.1

Example 3.3. Consider an instance where P = {p1, p2, p3}, b = 4, c(p1) = c(p3) = 2, and
c(p2) = 3. An ordered-fill algorithm w.r.t. p1 ≻ p2 ≻ p3 outputs {p1}.2

We consider the LP-relaxation of the ILP for MPB objective by relaxing Equation (3.2)

to 0 ≤ xp ≤ 1. Consider the following LP-rounding algorithm: Solve the relaxed LP to get

(q∗, x∗). Let S = ϕ be the initial outcome. Add the project with the highest value of c(p)x∗p
to S, followed by the one with the second highest value, and so on, till the next project does

not fit. Call this algorithm ORDERED-RELAX (Algorithm 3.1).

Algorithm 3.1: ORDERED-RELAX

Input: A PB instance under dichotomous preferences ⟨N,P, c, b,A⟩
Output: A feasible subset of projects S

1 (q∗, x∗)← Solution of the relaxed ILP;
2 Let T be any array of project indices sorted according to their c(p)x∗p;
3 t← 0;
4 S ← ∅;
5 while c(S) ≤ b do
6 S ← S ∪ T [pt];
7 return S

Theorem 3.7. For any PB instance I, ORDERED-RELAX outputs a set S ∈ F such that ALG ≥
OPT − |Aj\S|

|S\Aj | · (b − OPT ) where j = argmin
i∈N

c(Ai ∩ S), ALG = c(Aj ∩ S), and OPT is the

minimum utility in the optimal solution for MPB.

Proof: Let S be the outcome of ORDERED-RELAX, j = argmin
i∈N

c(Ai ∩ S), and η =
|Aj\S|
|S\Aj | .

Let the solution of the relaxed LP be (q∗, x∗). Let Yi = S ∩ Ai for each voter i. Since

S \ Yi ⊆ P \ Ai, for each i, ∑
p∈S\Yi

c(p)x∗p ≤
∑

p∈P\Ai

c(p)x∗p∑
p∈S\Yi

c(p)x∗p ≤ b−
∑
p∈Ai

c(p)x∗p (3.3)

1Greedy rules [85] are ordered-fill algorithms where ≻ is based on utility from each affordable project.
2Note that the outcome is not maximal since {p1, p3} ∈ F.
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From the design of this algorithm, every project p not in S has c(p)x∗p not more than that of

projects in S.

∀p ∈ S \ Yi c(p)x∗p ≥ max
p′∈Ai\Yi

c(p′)x∗p′

≥

∑
p′∈Ai\Yi

c(p′)x∗p′

|Ai| − |Yi|∑
p∈S\Yi

c(p)x∗p ≥
|S| − |Yi|
|Ai| − |Yi|

∑
p∈Ai\Yi

c(p)x∗p

Since x∗p ≤ 1 ∀p and ui(S) =
∑
p∈Yi

c(p),
∑
p∈Yi

c(p)x∗p ≤ ui(S).

∑
p∈S\Yi

c(p)x∗p ≥
|S| − |Yi|
|Ai| − |Yi|

(∑
p∈Ai

c(p)x∗p − ui(S)

)
(3.4)

From Equation (3.3) and Equation (3.4):

|S| − |Yi|
|Ai| − |Yi|

(∑
p∈Ai

c(p)x∗p − ui(S)

)
≤ b−

∑
p∈Ai

c(p)x∗p

∑
p∈Ai

c(p)x∗p ≤
b+ |S|−|Yi|

|Ai|−|Yi| ui(S)

|S|−|Yi|
|Ai|−|Yi| + 1∑

p∈Ai

c(p)x∗p ≤
ηb+ ALG

1 + η
(3.5)

Since the optimal solution also belongs to the feasible region of the relaxed LP, we know that

OPT ≤ q∗. From Equation (3.1), we have q∗ ≤
∑

p∈Aj
c(p)x∗p. Combining these observations

with Equation (3.5), we get,

OPT ≤ ηb+ ALG

1 + η

ALG ≥ OPT− η(b− OPT)

This proves the result. 2

Given an instance I, let lo and ho denote respectively the minimum and maximum cardi-
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nalities of the outputs produced by all ordered-fill algorithms on I (i.e., consider algorithms

with respect to all the possible orderings over P ).

Lemma 3.1. For any instance I, lo and ho are polynomial-time computable.

Proof: Let D and A respectively denote the outputs of ordered-fill algorithms when the

projects are arranged in the non-increasing order and the non-decreasing order of their costs.

Let O denote the output of any other ordered-fill algorithm. We claim that |D| ≤ |O| ≤ |A|.

Part 1 : |D| ≤ |O|
For the sake of contradiction, let us assume that |O| < |D|.

Figure 3.1: Illustration for |D| ≤ |O|

Let X = D ∩ O be the set of projects selected in both O and D. If D \ X = ϕ, our

assumption is wrong and the first part of the proof is complete.

Consider the case where D \ X ̸= ϕ. Let y be the project with the highest cost in P \ X.

That is,

c(y) ≥ c(p) ∀p ∈ P \X (3.6)

By the definition of D,

y ∈ D \X

Since |O| < |D|, there are at least |O| + 1 projects in D. Hence, there are at least |O| − |X|
projects in D \ (X ∪{y}). Let the set of costliest |O|− |X| projects in D \ (X ∪{y}) be denoted

by T . By the definition of D, T is the set of the costliest |O| − |X| projects in P \ (X ∪ {y}).
Since y ∈ D and y /∈ X, y /∈ O. Thus, O \ X is also a set of exactly |O| − |X| projects in

P \ (X ∪ {y}). Therefore,

c(T ) ≥ c(O \X) (3.7)

38



As {X ∪ {y} ∪ T} ⊆ D,

c(X) + c(y) + c(T ) ≤ b (3.8)

Let e be the project where the algorithm stopped adding projects to O.

c(O) + c(e) > b

c(X) + c(O \X) + c(e) > b (3.9)

Since e ∈ P \O, e ∈ P \X, from Equation (3.6),

c(y) ≥ c(e) (3.10)

From Equation (3.8) and Equation (3.9),

c(X) + c(y) + c(T ) < c(X) + c(O \X) + c(e)

c(T ) + c(y) < c(O \X) + c(e)

From Equation (3.10),

c(O \X) > c(T )

But this contradicts Equation (3.7), hence contradicting our assumption that |O| < |D|. Thus,

|D| ≤ |O|.

Part 2 : |O| ≤ |A|
For the sake of contradiction, let us assume that |O| > |A|.

Figure 3.2: Illustration for |O| ≤ |A|

Let X = A ∩ O be the set of projects selected in both O and A. Let e be the first project
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where the algorithm stopped adding projects to A.

c(A) + c(e) > b

c(X) + c(A \X) + c(e) > b (3.11)

Since |O| > |A|, |O \X| > |A| − |X|. Consider a set, T , of any |A| − |X|+ 1 projects in O \X.

From the definition of A, (A \X) ∪ {e} is the set of the least expensive |A| − |X|+ 1 projects

in P \X.

c(A \X) + c(e) ≤ c(T ) (3.12)

Since T ∪X ⊆ O,

c(X) + c(T ) ≤ b (3.13)

From Equation (3.11) and Equation (3.13),

c(T ) < c(A \X) + c(e)

This contradicts Equation (3.12), hence contradicting our assumption that |O| > |A|. Thus,

|O| ≤ |A|.
Hence, |D| ≤ |O| ≤ |A|. By definition, lo = |D| and ho = |A|. D and A can be computed

in polynomial time by sorting the projects according to their costs. 2

Let lA and hA respectively denote the lowest and highest cardinalities of the approval

votes, i.e., lA = min
i∈N
|Ai| and hA = max

i∈N
|Ai|.

Theorem 3.7 can be used to establish theoretical approximation guarantees for some re-

stricted spaces of instances, e.g., let us look at a family of instances that satisfy a property

that we call High Cardinality Budget Property (HCBP) which intuitively is a cardinal extension

of all votes being knapsack votes. That is, it requires that the budget is high enough to fund

more projects than the number of projects in any single approval vote. In other words, an

instance satisfies HCBP if and only if lo > hA. Note that this property is natural in scenarios

where budget is high enough to accommodate all projects approved by one voter, e.g., when

the budget with the federal government is high enough to fund all proposed projects of one

county or when each member in the audience approves less number of talks than the total

capacity of the workshop, etc.

Corollary 3.1. For the instances satisfying HCBP, ORDERED-RELAX ensures thatALG ≥ OPT−
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hA(b−OPT ), where OPT denotes the optimal value of MPB objective and ALG denotes its value
from the output of ORDERED-RELAX1.

Proof: Consider an instance that satisfies HCBP. From Theorem 3.7, we know that ALG ≥
OPT − |Aj\S|

|S\Aj | · (b − OPT ) where j = argmin
i∈N

c(Ai ∩ S). By the definition of hA, |Aj \ S| ≤

|Aj| ≤ hA. Likewise, since ORDERED-RELAX is an ordered-fill algorithm, |S| ≥ lo and Aj ≤ hA.

Therefore, |S−Aj| ≥ lo−hA. Since the instance satisfies HCBP, lo−hA ≥ 1. Thus, |S−Aj| ≥ 1.

Combining this with |Aj \ S| ≤ hA proves that |Aj\S|
|S\Aj | ≤ hA. 2

As another example, we note that the algorithm yields an optimal solution for the in-

stances which guarantee Aj ⊆ S. One such family of instances will be the one that includes

instances satisfying the following condition for all S ∈ F: if there exists some p ∈ P such

that c(S) + c(p) > b, then all approved projects of the worse-off voter from S are included

in S. Note that this is a sufficient but not a necessary condition for the algorithm to yield an

optimal solution. Although the approximation ratio given by Theorem 3.7 could be trivial for

some instances theoretically, our empirical analysis compensates for this.

PB Election
Dataset Location

Year
Minimum Utility in

the Optimal Outcome
Minimum Utility in

the Outcome of ORDERED-RELAX

Zoliborz 2020 3531 3531
Ursus 2020 4059 4059
Zerzen 2019 8000 8000

Elsnerow 2019 5000 5000
Stare Miasto 2019 21800 21800

Srodmiescie-Polnocne 2019 30000 30000
Kamionek 2018 10000 10000
Slodowiec 2018 21912 21912

Boernerowo 2017 18680 18680
Piaski 2017 13400 13400

Table 3.1: Empirical results for arbitrary election datasets from various locations in Poland.
The second column denotes the utility of the worst-off voter from the MPB rule outcome,
while the third column displays the corresponding value from the ORDERED-RELAX outcome.

3.4.3.1 Empirical Analysis

Though the theoretical guarantee of our algorithm ORDERED-RELAX is limited in terms of

approximation ratios and the spaces of instances it covers, empirically it is found to exhibit

1Further, if we define the disutility of a voter i from a set S to be b − ui(S) and minimize the maximum

disutility, our algorithm achieves
(
2− 1

ho

)
approximation for HCBP instances. Refer Appendix A.1.
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remarkable performance to give exact optimal solutions on all the PB datasets of real-world PB

elections available online [84]. The datasets and corresponding results are included in detail

at https://github.com/Participatory-Budgeting/maxmin_2022. Some of these election

datasets are selected arbitrarily and the corresponding results are displayed in Table 3.1.

This indicates that, although theoretically the worst cases do not allow the approximation

ratio to get better, such worst cases are seldom encountered in real-life, thus explaining the

excellent performance of our algorithm.

3.4.4 Bound on the Performance of Exhaustive and Strategy-Proof PB

Algorithms

In many cases, real-world voters tend to be strategic and self-interested. Designing rules that

are resistant to manipulations by strategic voters is thus a common objective in social choice

literature. This property is formally referred to as strategy-proofness. Another property that is

of interest in particularly PB settings is exhaustiveness, which ensures that the available bud-

get is utilized without any wastage. In other words, the goal is to design PB rules that allocate

the budget without under-utilization. It would be useful to know how the requirements of

strategy-proofness and exhaustiveness will degrade the performance of PB algorithms with

respect to MPB objective.

We establish an upper bound on the approximation ratios of exhaustive strategy-proof

PB algorithms by invoking an argument used in the mechanism design literature [28, 70].

We construct a specific profile whose outcome can be derived using strategy-proofness and

establish an upper bound on its approximation ratio.

Definition 3.6 (Strategy-Proofness). An algorithm G is said to be strategy-proof, if and only
if, for any instance I,

∀i ∀S ⊆ P c(Ai ∩ G(Ai,A−i)) ≥ c(Ai ∩ G(S,A−i))

where A−i denotes the dichotomous preference profile of all voters except i and G(A) denotes the
outcome of G at profile A.

That is, if all voters except i continue to approve the same sets of projects, i should not

obtain a better utility by approving any set other than Ai. An algorithm is exhaustive if it is

impossible to fund an unselected project with the remaining budget.

Definition 3.7 (Exhaustiveness). An algorithm G, is said to be exhaustive if and only if for
every instance I and every p /∈ G(I), it holds that c(p) + c(G(I)) > b.
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Theorem 3.8. No exhaustive strategy-proof algorithm can achieve an approximation guarantee
better than 2

3
for MPB even for instances with only knapsack votes and unit cost projects.

Proof: Consider an exhaustive strategy-proof algorithm G. Consider an instance I1 with

a budget b, 2b projects each costing 1, two voters, and a dichotomous preference profile

A1 = {A1, A2} such that A1 ∩ A2 = ∅ and c(A1) = c(A2) = b. Let G(I1) = S. Without loss of

generality, assume that c(A1 ∩ S) ≤ c(A2 ∩ S). Modify the dichotomous preference profile of

I1 to get I2 as follows: A2 = {A1, S}. For I2, G should output S. Else, voter 2 would have the

incentive to misreport Aj instead of the true vote S and get the preferred outcome S. Hence,

G(I2) = S. Therefore, the minimum utility of the algorithm for I2, ALG(I2), is c(A1 ∩ S). Let

OPT(I2) be the optimal minimum utility for I2. That is,

OPT(I2) ≥ min (c(A1 ∩X) , c(S ∩X)) ∀X ∈ F (3.14)

Since G is exhaustive, c(S) = b. Consider a set X ⊆ P such that (A1∩S) ⊆ X, |X∩(A1 \S)| =
b−c(A1∩S)

2
, and |X ∩ (S \ A1)| = b−c(A1∩S)

2
. Clearly, X ∈ F.

c(A1 ∩X) = c(S ∩X) = c(A1 ∩ S) +
b− c(A1 ∩ S)

2

=
b+ c(A1 ∩ S)

2
(3.15)

Since c(A1 ∩ S) ≤ c(A2 ∩ S) and c(S) = b, c(A1 ∩ S) ≤ b
2
. Substituting b ≥ 2 c(A1 ∩ S) in

Equation (3.15), we get,

OPT(I2) ≥
3 c(A1 ∩ S)

2
(From Equation (3.14))

ALG(I2)

OPT(I2)
≤ 2

3

Hence, the approximation guarantee of the algorithm is at most 2
3
. Clearly in both the in-

stances I1 and I2, all the votes are knapsack votes and the theorem follows. 2

3.5 Axiomatic Results
An axiomatic study of any voting rule provides valuable insights into the characteristics of

the voting rule. We now undertake an axiomatic study of the MPB rule by exploring several

axiomatic properties available in the literature. Given an instance I and a PB rule R, we say

a project p wins if there exists S ∈ R(I) such that p ∈ S. Let Φ(R, I) represent the set of all

projects which win, i.e., Φ(R, I) = {p ∈ P : ∃S ∈ R(I) p ∈ S}. Throughout this section, we
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represent the MPB rule by M .

First, we examine axioms in the PB literature for rules that output a single feasible subset

of projects [85]. We extend these axioms to irresolute rules (like MPB) that output multiple

feasible subsets. We start by defining all the axioms.

The first axiom requires that, if a winning project is replaced by a set of projects whose

total cost is the same, then at least one project of this set should continue to win. In other

words, take any winning project p ∈ Φ(R, I). Split p into a set P ′ of smaller projects such that

c(p) = c(P ′). In every preference Ai such that p ∈ Ai, replace p with all the projects in P ′.

Let the new resultant instance be I′. Splitting monotonicity requires that at least one project

from P ′ must belong to Φ(R, I′).

Definition 3.8 (Splitting Monotonicity [85]). A PB rule R is said to satisfy splitting mono-
tonicity iff, for any instance I, Φ(R, I′) ∩ P ′ ̸= ∅ whenever I′ is obtained from I by splitting a
project p ∈ Φ(R, I) into a set of projects P ′ with c(P ′) = c(p) and changing every Ai having p to
(Ai \ {p}) ∪ P ′.

The next axiom requires that, if we replace a set of winning projects that are approved

by exactly same set of voters by a single project having the same total cost, then the single

project wins. In other words, take a set P ′ such that (i) it consists of only winning projects,

i.e., P ′ ⊆ Φ(R, I) and (ii) every voter either approves all the projects from P ′ or approves

none of them, i.e., Ai ∩ P ′ ∈ {P ′, ∅} for every i. Merge all the projects in P ′ to get a new

project p such that c(p) = c(P ′). In every Ai such that P ′ ⊆ Ai, replace P ′ with the project p.

Let the new resultant instance be I′. Merging monotonicity requires that p ∈ Φ(R, I′).

Definition 3.9 (Merging Monotonicity [85]). A PB rule R is said to satisfy merging monotonic-
ity iff, for any instance I, p ∈ Φ(R, I′) whenever I′ is obtained from I as follows: for any S ∈ R(I)

and P ′ ⊆ Φ(R, I) such that Ai ∩ P ′ ∈ {P ′, ∅} for every voter i, merge the projects in P ′ into a
single project p with cost c(P ′) and change every Ai with P ′ to (Ai \ P ′) ∪ {p}.

The next axiom requires that no winning project should be dropped if it becomes less

expensive.

Definition 3.10 (Discount Monotonicity [85]). A PB rule R is said to satisfy discount mono-
tonicity iff, for any instance I, p ∈ Φ(R, I′) whenever I′ is obtained from I by reducing the cost of
p ∈ Φ(R, I) to c(p)− 1.

The following axiom requires that no winning project should be dropped if the budget

increases. Note that we insist no project to cost exactly b+1 since that leads to a trivial result

of selecting that project, thereby not capturing the essence of axiom.
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Definition 3.11 (Limit Monotonicity [85]). A PB rule R is said to satisfy limit monotonicity
iff, for any instance I such that no project in P costs b + 1, Φ(R, I) ⊆ Φ(R, I′) whenever I′ is
obtained from I by increasing the budget to b+ 1.

The next axiom requires that all sets in R(I) are maximal.

Definition 3.12 (Strong Exhaustiveness [5]). A PB rule R is said to satisfy strong exhaustive-
ness iff, for any instance I,

∀S ∈ R(I) ∀p ∈ P \ S c(S) + c(p) > b

Next, we introduce a new axiom, weak exhaustiveness, which requires that any winning

non-maximal set can be made maximal without compromising on the win. In other words,

suppose S is a winning set of projects (S ∈ R(I)). If addition of another project p to S does

not make S infeasible, then adding p must not also affect its winning status. That is, S ∪ {p}
must also be a part of R(I).

Definition 3.13 (Weak Exhaustiveness). A PB rule R is said to satisfy weak exhaustiveness iff,
for any instance I,

∀S ∈ R(I) , ∀p ∈ P \ S, c(S) + c(p) ≤ b =⇒ S ∪ {p} ∈ R(I)

Theorem 3.9. The MPB rule satisfies: (a) splitting monotonicity (b) merging monotonicity (c)
weak exhaustiveness.

Proof:

(a) Splitting Monotonicity:

Let p ∈ Φ(M, I) be split into a set of projects P ′ as above to produce I′. For the sake

of contradiction, let us assume that Φ(M, I′) ∩ P ′ = ∅. Since p ∈ Φ(M, I), there exists

S ∈ M(I) such that p ∈ S. Consider a set of projects K = (S \{p})∪P ′. Since c(Ai ∩K)

and c(Ai ∩ S) are same for every voter i, the minimum utility from K is equal to that

from S. From our assumption, for any set T ∈ M(I′), T ∩ P ′ = ∅ and the minimum

utility from T is strictly greater than that from K and S. This contradicts the fact that

S ∈ M(I).

(b) Merging Monotonicity:

Let S ∈ R(I) and P ′ ⊆ S satisfy the condition specified. That is, each voter either

approves entire P ′ or approves no project in P ′. Let P ′ be merged into a single project p
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and the new instance thus produced be I′. For the sake of contradiction, let us assume

that p /∈ Φ(R, I′). Consider the set K = (S \ P ′) ∪ {p}. Since c(Ai ∩K) and c(Ai ∩ S)
are same for every voter i, the minimum utility from K is equal to that from S. From

our assumption, for any set T ∈ M(I′), p /∈ T and the minimum utility from T is strictly

greater than that from K and S. This contradicts S ∈ M(I).

(c) Weak Exhaustiveness:

For the sake of contradiction, let us assume that ∃S ∈ M(I) and p ∈ P \ S such that

c(S) + c(p) ≤ b. Consider the feasible set K = S ∪ {p}. Consider any arbitrary voter i.

If p ∈ Ai, ui(K) = ui(S) + c(p). Else if p /∈ Ai, ui(K) = ui(S). So, the minimum utility of

any voter from K is at least that from S. Since S ∈ M(I), K ∈ M(I).

This completes the proof. 2

Theorem 3.10. The MPB rule does not satisfy: (a) discount monotonicity (b) limit monotonicity
(c) strong exhaustiveness.

Proof:

(a) Discount Monotonicity:

Consider an instance I with P = {p1, p2, p3, p4} each costing 4, a budget 12, and three

voters with A1 = {p1, p2}, A2 = {p3}, and A3 = {p4}. It can be seen that p2 ∈ Φ(M, I)

since M(I) = {{p1, p3, p4}, {p2, p3, p4}}. Now consider the case where c(p2) is reduced to

3 to get new instance I′. Then, M(I′) = {{p1, p3, p4}} and hence p2 /∈ Φ(M, I′).

(b) Limit Monotonicity:

Consider an instance I with P = {p1, p2, p3, p4, p5, p6} costing {3, 1, 3, 3, 3, 6} respectively,

a budget 12, and four voters with A1 = {p1, p2}, A2 = {p3, p4}, A3 = {p5}, and A4 =

{p6}. Clearly, {p1, p3, p5} ∈ M(I). Therefore, p1 ∈ Φ(M, I). If b is increased to 13 to get

I′, M(I′) = {{p2, p4, p5, p6}, {p2, p3, p5, p6}} and p1 /∈ Φ(M, I′).

(c) Strong Exhaustiveness:

The above example also illustrates the counter example for strong exhaustiveness.

Clearly, S = {p1, p3, p5} ∈ M(I) but c(p2) + c(S) < 12.

This completes the proof. 2

We now examine two important axioms from multi-winner voting literature. The first

axiom is an analogue of unanimity, which requires that a project approved by all voters needs

to win.
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Definition 3.14 (Narrow-Top Criterion [40]). A PB ruleR is said to satisfy narrow-top criterion
iff, for any instance I, p ∈ Φ(R, I) whenever p ∈ Ai for every i ∈ N .

Proposition 3.2. The MPB rule does not satisfy narrow-top criterion.

Proof: Our example uses the fact that the utility from an unanimously approved project

could be low and selecting it could make the other projects unaffordable. Consider an in-

stance I with P = {p1, p2, p3} costing {1, 3, 3} respectively, a budget 6, and two voters with

A1 = {p1, p2} and A2 = {p1, p3}. Since M(I) = {{p2, p3}}, we have p1 /∈ Φ(M, I) though

p1 ∈ Ai for all i. 2

The next axiom tries to capture diversity in the voting rules [7, 25].

Definition 3.15 (Clone Independence [25]). A PB rule R is said to satisfy clone independence
iff, for any instance I, R(I) does not change when a group of voters, all having exactly the same
approval vote Av, is replaced by a single voter with approval vote Av.

Proposition 3.3. The MPB rule satisfies clone independence.

The above proposition follows from the fact that redundant votes do not affect the value of

maxmin objective. Clearly, this axiom represents diversity, but it is rather narrow. Faliszewski

et al. [40] identified that the fairness notion of diversity does not have a clear axiomatic

representation in the literature. We address this gap by introducing a new axiom, called

Maximal Coverage, to capture diversity in PB as well as in multi-winner voting settings.

Let us define covered voters as the voters with at least one approved project funded and

a redundant project as a project whose removal from an outcome does not change the set of

covered voters. To achieve diversity, we need to cover as many voters as possible. Our new

axiom ensures that a redundant project is funded only when no more voters can be covered by

doing otherwise. For example, while allocating time for plenary talks, the organizers might

want to explore as many novel ideas as possible, without eliminating any key area. They

might allocate a time slot to a proposed plenary talk on a not-so-popular topic (hoping to

prop up a new area), by dropping 1 out of 4 proposed talks in a popular area. This covers or

reaches out to the audience from the new area and broadens the reach of conference.

Definition 3.16 (Maximal Coverage). A PB rule R is said to satisfy maximal coverage iff, for
any instance I, S ∈ R(I), p ∈ S such that {j1 : p ∈ Aj1} ⊆ {j2 : (S \ {p})∩Aj2 ̸= ∅}, and i ∈ N ,

Φ(R, I) ∩ Ai = ∅ =⇒ c(a) > b− c(S \ {p}) ∀a ∈ Ai (3.16)
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We consider an example to understand this better. Suppose a budget of $2.25B is to be

allocated to projects in two counties, X and Y, with populations of 10000 and 6000, resp.

County X proposes projects {X1, X2, X3} costing {$0.5B, $1B, $1B}, and County Y proposes

projects {Y1, Y2, Y3} costing {$0.7B, $0.7B, $0.8B} resp. Assume each voter approves all and

only the projects of her county. A rule that maximizes utilitarian welfare selects the set

{{X2, X3}}. Let p be X2. If i = 2 and a = Y1, then the first part of Equation (3.16) satisfies but

c(Y1) ≤ b−c(X3). Hence it does not satisfy maximal coverage. Now, let us apply the MPB rule

to this example. That leads to M(I) = {{X1, X2, Y1}, {X1, X2, Y2}, {X1, X3, Y1}, {X1, X3, Y2}}
and Φ(M, I) = {X1, X2, X3, Y1, Y2}. It is notable that Equation (3.16) holds.

Proposition 3.4. The MPB rule satisfies maximal coverage.

Proof: Let S, p, i, a be as stated in Definition 3.16. Assume ∃S such that the first part of

Equation (3.16) holds. Since Φ(M, I) ∩ Ai = ∅, ui(S) = 0. Hence the minimum utility from

any set in M(I) is 0. But, since Φ(M, I) ∩Ai = ∅ and a ∈ Ai, {a} /∈ M(I). This is possible only

if c(a) > b and, thus, the second part of Equation (3.16) holds. 2

3.6 Conclusion and Discussion
This chapter introduces the Maxmin Participatory Budgeting (MPB) rule to optimize egalitar-

ian welfare when the costs of projects are restricted to admit only one value. We conduct a

comprehensive computational and axiomatic study of this rule.

On the computational front, we demonstrate that MPB is strongly NP-hard. We look at

two methods of coping up with this intractability: (i) identifying the tractable special cases

and (ii) designing approximation algorithms. As a part of studying the first method, we

show that MPB is only weakly NP-hard when the number of distinct votes is small, and

propose a pseudo-polynomial time algorithm for solving it. We also introduce a novel param-

eter called scalable limit and prove that when this parameter is also constant, MPB can be

solved in polynomial time. As a part of second method, we devise an LP-rounding algorithm

ORDERED-RELAX that provides distinct additive approximation guarantees for several fam-

ilies of instances, and empirically demonstrate that our algorithm yields optimal outcomes

when applied to real-world PB datasets. Furthermore, we establish an upper bound on the

achievable approximation ratio for MPB within the family of exhaustive and strategy-proof

PB algorithms.

On the axiomatic front, we conduct a thorough analysis of MPB and introduce a new

fairness axiom called maximal coverage that aims to capture diversity in PB and multi-winner

voting. We examine the compatibility of MPB with all other desirable properties and prove
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that MPB results in fair outcomes.

Going forward, an axiomatic characterization of MPB is worth exploring. We studied two

egalitarian objectives: maxmin and minimax (Appendix A.1). Both these objectives suffer

a common disadvantage: consider a case where the utility of the worst-off voter is 0 and it

is impossible for any feasible subset of projects to give a non-zero utility to all the voters.

In such a case, every feasible subset of voters is included in the outcome. To overcome this

limitation of maxmin and minmax objectives, studying the egalitarian objective leximin is a

promising direction. In the leximin objective, if two feasible subsets of projects give same

utility to the worst-off voter, we pick the subset in which the utility of the second worst-off

voter is higher, and so on until there is no tie between the sets of projects. This ensures that

the ties between several sets of projects is dealt with most efficiency. From the axiomatic

point of view, establishing connections between our new axiom maximal coverage and other

existing axioms in the literature is an intriguing question to be pursued.

Throughout this chapter, we assumed that the cost of a project is restricted to only one

value. In the next chapter, we study the model where the cost of each project is flexible and

can take one of multiple possible values.
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Chapter 4

Flexible Costs: Welfare Maximization
when Projects have Multiple Degrees of
Sophistication

In the realm of participatory budgeting, prior research on dichotomous preferences
has largely focused on two scenarios: projects where costs are restricted to admit only
one possible value or where costs are totally flexible permitting any amount to be
allocated to each project. This chapter introduces a novel perspective by assuming
that the costs are partially flexible. That is, we allow the projects to have a range of
permissible costs, representing varying degrees of project sophistication. Each voter
is allowed to express her preference by specifying upper and lower bounds on the cost
she believes each project deserves.

Within this framework, the outcome of a PB rule becomes a selection of projects
accompanied by their corresponding costs. For such a model, we propose four util-
ity notions and study the corresponding rules maximizing utilitarian welfare. We
showcase that the existing positive findings from the model featuring projects with
restricted costs can be extended to our enriched framework, where projects can have
multiple permissible costs. Moreover, we undertake an analysis of fixed parameter
tractability of computationally hard rules in this model.

Further, we put forth a set of significant and intuitive axioms, aiming to capture es-
sential aspects of multiple degrees of sophistication of projects. Through our analysis,
we evaluate the extent to which the proposed PB rules satisfy these axioms, shedding
light on the inherent properties and limitations of each rule.
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4.1 Motivation
The cost of a project is the amount that needs to be allocated to the project in the event of

it being selected for funding. As introduced in the Section 1.1.2, there are three possibilities

with respect to the costs of the projects:

• Restricted costs: The cost of each project is restricted to a single value. For example, a

dam construction project, if funded, may need a cost of exactly $10B to be completed.

• Flexible costs: The amount allocated to each project is permitted to assume multiple

values. This is further split into two possible scenarios:

– Partially flexible: A project can be implemented upto different degrees of sophisti-

cation and every degree corresponds to a different cost. The amount allocated to

the project by the PB rule must belong to this set of permissible costs.

– Totally flexible: There is no restriction on the amount allocated to each project and

any amount can be allocated to each project.

The existing work on participatory budgeting under dichotomous preferences assume that the

costs of projects are totally restricted [8, 13, 16, 26, 38, 43, 43, 45, 51, 54, 57, 57, 60, 73, 85]

or that they are totally flexible [10, 21, 32]. This chapter studies the case of costs being

partially flexible. This is especially applicable in scenarios where there are multiple ways of

executing a project. For example, a building can be built with wood or stone, depending on

the amount allocated to it. Similarly, a health service project can build a primary healthcare

center, a clinic, or a multi-speciality hospital. We call each such option of a project as a

possible degree of sophistication of the project. Each of these options corresponds to a different

cost. Figure 1.5 is another illustration of such a model. The goal in PB under partially flexible

costs is to select a subset of projects to be funded and also determine the amount to be

allocated to each selected project.

4.2 Prior Relevant Work
From the perspective of flexibility of costs of the projects, several works in the literature

study the case where costs are restricted to one value [8, 13, 16, 26, 38, 43, 43, 45, 51,

54, 57, 57, 60, 73, 85] or are totally flexible [10, 21, 32]. Alternately, this chapter studies

the case where costs are partially flexible. Notably, a work by Patel et al. [65] on fairness

for groups of projects can be viewed as our model: each degree of sophistication can be

considered a separate project, all the degrees of same project are grouped, and a constraint
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Figure 1.5: A toy example of an MNC renovation to demonstrate the applicability of PB model
under partially flexible costs. Each project could be executed in multiple ways: a sit-out area
could be built with multiple materials; a food center could be a coffee cafe, or a fast-food
point, or a restaurant; and so on. Each possible option corresponds to a different cost (figure
repeated from page 9).

that at most one project from each group can be funded is imposed. As a result, a particular

result (Theorem 4.2) in this chapter can be derived from the results of Patel et al. [65], while

all the other computational and axiomatic results are novel contributions.

From the perspective of preferences of the voters, preference elicitation methods typically

studied in any voting framework include dichotomous preferences, ordinal preferences, and

cardinal preferences. These methods also continue to be the most studied preference elicita-

tion approaches in PB [4, 8, 16, 39, 53, 73, 78, 82, 85]. However, PB is a setting with several

attributes like costs associated with the projects. The preferences and utilities of the voters

are thus much more complex. This propels the need to devise preference models specific to

PB, as pointed out by Aziz and Shah [5]. One step in this direction is the introduction of a

special case of dichotomous preferences, called knapsack votes, by Goel et al. [51], where

each voter reports her most favorite budget division. This idea however is criticised for its

assumption that any project not in this division yields no utility to the voter.

We take another step in the direction of preference modeling for PB. We introduce the

approach of ranged dichotomous preferences, which strictly generalizes dichotomous prefer-

ences. Each voter reports a lower bound and an upper bound on the cost that she thinks

each project deserves. All the bounds are initially set to 0 by default. Voting proceeds in two

steps. In the first step, voter starts by approving the projects she likes. For these approved
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projects, only the upper bounds automatically change to the highest permissible cost. In the

second step, voter may optionally change bounds for some of these approved projects, if she

wishes to have a say on the amount they deserve. Note that this is cognitively not much more

demanding than the standard dichotomous preferences since we do not force voters to report

the bounds.

Notably, all computational results in this chapter can also be extended to more general

utility functions with minor tweaks. Nevertheless, we present the results for ranged dichoto-

mous preferences due to their cognitive simplicity and natural relevance in the model.

It is worth mentioning that a work by Goel et al. [51] views divisible PB as a model

of indivisible PB where every unit of money in the cost corresponds to one possible degree

of sophistication, and proposes a greedy algorithm. Their work however imposes knapsack

constraint on each vote and also assumes all lower bounds to be zero. Their model hence

forms a very restricted special case of ours. The idea of having multiple permissible costs

for each project was first proposed as a future direction in a survey by Aziz and Shah [5], in

which the authors called each of these costs a degree of completion and assumed an existence

of a directed graph between the degrees. That is, a degree is assumed to be successor of a less

expensive degree and more preferred than it by default. In our model, degrees of projects

are independent of each other (a degree could correspond to constructing with wood, while

other one corresponds to constructing with cement).

4.3 Contributions of the Chapter
This chapter systematically studies the PB model where each project has a set of permissible

costs. Such a study has been conducted by Talmon and Faliszewski [85] for approval-based

PB, which is a special case of our model with every project having only one permissible cost.

We generalize the PB rules and all the positive results in [85] to our model. Namely, we

propose polynomial-time, pseudo-polynomial time, and PTAS algorithms. Followed by this,

we present results on parameter tractability using the parameter scalable limit introduced in

Chapter 3 and another novel parameter, variance coefficient, we introduce in the further sec-

tions. It needs to be highlighted that, as a part of our study, we also introduce and investigate

novel utility notions that are specific to our model and cannot be extended from any existing

notions for restricted costs model.

We further propose budgeting axioms for our model and examine their satisfiability with

respect to our PB rules. All the axiomatic results are summarized in Table 4.1. Finally, we

discuss the impact of our computational and axiomatic results and make key observations.
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Organization of the chapter. We start by introducing the formal model in Section 4.4. We

define different utility notions (some of them are extended from the existing ones in the

literature on restricted costs model; some are introduced by us explicitly for partially flexible

costs model) and the corresponding PB rules in Section 4.5. In Section 4.6, we analyze the

computational complexity of our PB rules and suggest ways to cope up with intractabilities.

In Section 4.7, we define budgeting axioms for our model and examine their satisfiability.

4.4 Notations
Let us recall the necessary notations from Section 2.1.1 and introduce a few more. A budget

b is available for allocation. There are n voters N = {1, . . . , n} and m projects in a set P .

Each project pj ∈ P has tj possible degrees of sophistication captured by the set D(pj) =

{p0j , p1j , . . . , p
tj
j }. The cost of each degree ptj is indicated by ctj . We assume that c0j is zero for

all pj ∈ P and it corresponds to not funding the project pj.

Each voter i ∈ N reports for every project p, a lower bound li(j) and an upper bound

hi(j) such that li(j), hi(j) ∈ {c0j , . . . , c
tj
j } and li(j) ≤ hi(j). Let L and H respectively denote

the collection of all the lower bounds and upper bounds reported by all the voters.

Let D denote the set of all the possible degrees of all projects, or in other words, D =⋃
pj∈P D(pj). We denote the cost of a set S ⊆ D,

∑
ptj∈S

ctj, by c(S) . Given a subset S ⊆ D, we

use S(j) to denote the chosen degree(s) of project p in S. In other words, S(j) = S ∩ D(pj).

We use the shorthand notation cS(j) to denote c(S(j)) . We say a subset S ⊆ D is valid if

c(S) ≤ b and |S(j)| = 1 for every pj ∈ P . Let V denote the collection of all the valid subsets.

A PB instance with multiple degrees of sophistication is denoted by I = ⟨N,D, c, b,L,H⟩.
Recall that in the PB model under flexible costs, PB rule outputs an allocation of costs to each

project (Definition 2.2). That is, it outputs the corresponding allocated cost xj ∈ Xpj ∪{0} for

each project pj ∈ P , where Xpj is the set of permissible costs of pj. In our model with partially

flexible costs, Xpj = {c1j , . . . , c
tj
j } (Section 2.1.1.1). Thus, a PB rule is defined as follows:

Definition 4.1 (PB Rule under Partially Flexible Costs). Given a PB instance I with multiple
degrees of sophistication, a PB ruleR outputs a valid subset S ∈ V, thereby indicating the amount
allocated to each project.

4.5 The Utility Measure and PB Rules
The PB rules we study are rules maximizing utilitarian welfare. This implies that, given a

function u that measures utility a voter derives from a subset of projects, the corresponding

PB rule outputs a valid set of projects that maximizes the sum of utilities of all the voters, i.e.,
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it outputs some S ∈ V such that
∑

i∈N ui (S) is maximized. We say a subset S of projects is

selected under a PB rule R if it maximizes the total utility of the voters.

Now, we only need to define different utility functions. Given the lower and upper bounds

reported by the voters, we define the utility of a voter from a valid set S ∈ V in four ways. For

each of these utility functions, we also give a shorthand notation for the utilitarian welfare

maximizing PB rule associated with it.

1. Cardinal utility (R|S| rule): Each voter i derives a utility of 1 from a project p if

the cost of the chosen degree falls within the bounds specified by the voter. Thus,

ui (S) = |{pj ∈ P : li(j) ≤ cS(j) ≤ hi(j), c
S(j) ̸= 0}|.

2. Cost utility (Rc(S) rule): A voter i derives a utility of cS(j) from a project p if its value

falls within the bounds specified by the voter.

ui (S) =
∑

pj :li(j)≤cS(j)≤hi(j)
cS(j).

3. Cost capped utility (R
ĉ(S)

rule): Each voter i derives a utility of cS(j) from a project

p if the value falls within the bounds reported by her, a utility of hi(j) if cS(j) >

hi(j), and a utility of 0 if cS(j) < li(j). That is, with slight abuse of notation, ui (S) =∑
pj∈P ui (S, j), where ui (S, j) is defined as:

ui (S, j) =


0 cS(j) < li(j)

cS(j) li(j) ≤ cS(j) ≤ hi(j)

hi(j) otherwise

4. Distance disutility (R∥ ∥ rule): From every project p, each voter derives a disutility

of 0 if the value falls within the bounds reported by her, a disutility of cS(j) − hi(j) if

cS(j) > hi(j), and a disutility of li(j) − cS(j) if cS(j) < li(j). That is, with slight abuse

of notation, di (S) =
∑

pj∈P di (S, j), where di (S, j) is defined as follows:

di (S, j) =


li(j)− cS(j) cS(j) < li(j)

0 li(j) ≤ cS(j) ≤ hi(j)

cS(j)− hi(j) otherwise

The corresponding PB rule R∥ ∥ minimizes the total disutility.
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The first two utility notions are natural extensions of the existing notions [85], which were

also discussed in Section 2.1.2.1 and Chapter 3. The former reflects that the voter is happy

as long as the cost allocated to the project is acceptable to her, whereas the latter reflects that

as the project gets more money, the voter gets happier if the cost is acceptable to her.

The second utility notion clearly assumes that if the project gets more money than what

the voter thinks it deserves, voter derives zero utility. However, this need not always be the

case in all applications. For example, suppose a voter will be happy to have an entertainment

park in the neighborhood but feels that the park deserves any amount between 1000 and

5000 units. Now, if the park project is allocated 7000 units, the voter could still be happy

that there is a park in the neighborhood but derive no more utility than 5000 (since it is the

maximum value she thinks the park deserves). The third utility notion tackles such scenarios

by modifying the second utility notion to cap the utility at hi(j) instead of dropping it to 0.

The first three utility notions assume that allocating any cost outside the range reported by

the voter yields the same utility to her. However, in many situations, closer the cost of project

is to the acceptable range of the voter, higher is the satisfaction voter derives from it. For

example, suppose a voter feels that a certain project is worth at least 1000 units. An outcome

that allocates 900 units to it is likely to be more preferred by the voter over something that

allocates 50 units to it. The fourth rule handles such situations by considering the distance

between the cost allocated and the closest acceptable cost as the disutility. Farther the cost is

from the acceptable range, higher is the amount misspent.

4.6 Computational Results
Here, we analyze the computational complexity of our PB rules. We strengthen the existing

positive results in the literature [85] and also present a few new results on fixed parameter

tractability. All the exact algorithms we present are based on dynamic programming. The

approximation schemes we present depend on both dynamic programming as well as a clever

rounding scheme.

4.6.1 The Rule R|S|
Recall that R|S| outputs a valid set that maximizes the sum of the utilities of voters, where

the utility of a voter is defined as ui (S) = |{pj ∈ P : li(j) ≤ cS(j) ≤ hi(j), c
S(j) ̸= 0}|.

Talmon and Faliszewski [85] prove that for the case with restricted cost for each project, a

subset maximizing the utility can be computed in polynomial time. We strengthen this result

and prove that even when there are multiple permissible costs for each project, a subset

maximizing the total utility can be computed in polynomial time. Note that the dynamic
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programming used in the next result will be referenced multiple times in the chapter.

Theorem 4.1. For any instance I, a subset S ∈ V that is selected under R|S| can be computed in
polynomial time.

Proof: We present an algorithm that uses dynamic programming. Let s
(
ptj
)

denote the

number of voters i such that li(j) ≤ ctj ≤ hi(j). Construct a dynamic programming table such

that A(x, y) corresponds to the cost of cheapest valid subset of
⋃x
j=1D(pj) such that the total

score of projects in the set is exactly y.

Let F (y) ⊆ D(p1) such that s(pt1) = y for every pt1 ∈ D(p1). We compute the first row as:

A(1, y) = min(ctj : p
t
j ∈ F (y)). All the remaining rows are computed recursively as follows:

A(x, y) = min
(
A
(
x− 1, y

)
, mintxt=1

(
A
(
x− 1, y − s(ptx)

)
+ ctx

))
. In addition to computing this

table, we store the sets corresponding to each entry in A in a separate table B as follows: if

A(x, y) achieves the minimum value at A(x−1, y), we copy B(x−1, y) to B(x, y) and append

p0j . If A(x, y) achieves the minimum value at A(x − 1, y − s(ptx)) + ctx for some t ∈ [1, tx], we

set B(x, y) = B(x − 1, y) ∪ {ptx}. Finally, we output the set at B(x, y) such that A(x, y) ≤ b

and y is maximized.

Correctness. Recurrence ensures that for any entry in B, we select at most one project from

D(pj) for every pj. While selecting the outcome from B, we ensured that its cost is within the

budget. Hence, the output of the algorithm will be a valid subset. Optimality follows from

the definition of A.

Running time. Each row in A corresponds to making a decision about one project from P ,

and hence the number of rows is m. Each column corresponds to a possible total score. Since

we select only one project from each D(pj) and maximum score of any degree of a project is

n by definition, maximum total score is mn. Thus, we have mn columns. Computing each

entry in row x takes O(tx) time. Thus, running time is O(m2nt∗), where t∗ = maxpj∈P tj. 2

4.6.2 The Rule Rc(S)

Recall that Rc(S) outputs a valid set that maximizes the sum of the utilities of voters, where

the utility of a voter is:

ui (S) =
∑

pj :li(j)≤cS(j)≤hi(j)

cS(j).

Talmon and Faliszewski [85] prove that for the case where cost of each project is restricted

to one permissible value, it is NP-hard to determine if there exists a feasible subset that

guarantees a total utility of at least a given value. Since their model can be modeled as a

special case of ours, the hardness directly follows, as displayed in the next proof.
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Proposition 4.1. For an instance I and a value s, it is NP-hard to check if Rc(S) outputs a set
with at least a total utility s.

Proof: We reduce from a known NP-hard rule for PB under dichotomous preferences and

restricted costs [85]. Given such a PB instance (where each project pj has some cost c(pj)

and every voter reports a subset Ai of projects she likes), we construct an instance for Rc(S) as

follows: For every project pj ∈ P , create exactly two degrees such that c0j = 0 and c1j = c(a).

For each voter i, set li(j) = 0 for every project p and set hi(j) = c1j if and only if p ∈ Ai.

Clearly, both the instances are equivalent and we skip the proof of correctness. 2

To cope up with the intractability, Talmon and Faliszewski [85] prove that if cost of each

project is restricted to one permissible value, the problem has a pseudo-polynomial time

algorithm and FPTAS. We extend both these results to our model with multiple permissible

costs.

Proposition 4.2. For any instance I, a subset S ∈ V selected under Rc(S) can be computed in
pseudo-polynomial time.

Proof: We multiply every s(P t
j ) in the proof of Theorem 4.1 with ctj . DP tables are also

constructed as explained in Theorem 4.1. The maximum score achievable by each ptj is nctj.

The total score is upper bounded by n c(S) since at most a single project from each D is

chosen into each B(x, y). This is bounded by nb since S ∈ V. Thus, the table size is O(mnb)

and the time is O(mnt∗b), where t∗ = maxpj∈P tj. 2

Theorem 4.2. There is an FPTAS to compute the outcome of Rc(S) for any instance I.

Proof: The idea is inspired from one of the existing FPTAS algorithm techniques of the

knapsack problem [52, 58, 65]. We first round the scores of all the projects and then use the

DP table explained in Theorem 4.1 on the modified instance with rounded scores.

Given an instance I, let M be the maximum score of a degree of project, i.e., M =

maxpj∈P,t∈[1,tj ] s
(
ptj
)
. We can easily ensure that M ≤ OPT by eliminating all the project

degrees that cannot be part of any set with cost within b. Take any ϵ ∈ (0, 1). Now, create new

scores of all the projects as follows: α
(
ptj
)
=
⌊
s(P t

j )m

ϵM

⌋
. We construct the DP tables similar to

those in Theorem 4.1, but while considering new scores. By the definition of α
(
ptj
)

, for every

pj ∈ P and t ∈ [1, tj]:

α
(
ptj
)
≤

s
(
ptj
)
m

ϵM
(4.1)

s
(
ptj
)
≤
ϵM(α

(
ptj
)
+ 1)

m
(4.2)
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Let S be the outcome of this DP algorithm. Suppose O denotes the optimal solution for I

under Rc(S). Please note that the DP ensures that S is a valid set. Since S is the optimal

solution for the modified scores,

m∑
j=1

α
(
p
O(j)
j

)
≤

m∑
j=1

α
(
p
S(j)
j

)
(4.3)

Now, we prove that the approximation factor of (1− ϵ) holds.

OPT =
m∑
j=1

s
(
p
O(j)
j

)
≤

m∑
j=1

ϵM(α
(
p
O(j)
j

)
+ 1)

m
(From Equation (4.2))

≤
m∑
j=1

ϵMα
(
p
S(j)
j

)
m

+ ϵM (From Equation (4.3))

≤ ϵM

m

m∑
j=1

s
(
p
S(j)
j

)
m

ϵM
+ ϵM (From Equation (4.1))

m∑
j=1

s
(
p
S(j)
j

)
≥ (1− ϵ)OPT (∵M ≤ OPT )

Running Time. The table has m rows. The modified score of each degree of project is

upper bounded by
s(P t

j )m

ϵM
, which is further bounded by m

ϵ
due to the definition of M . Since

the output is a valid set, it has at most m projects and the maximum possible total score is

upper bounded by m2

ϵ
, which is the number of columns. Computing each entry in row x takes

O(tx) time. Thus, the running time is O(m
3t∗

ϵ
), where t∗ = maxpj∈P tj. 2

4.6.2.1 Fixed Parameter Tractability

We introduced a new parameter called scalable limit in Section 3.4.2.3 for PB under restricted

costs and observed that this value is often small in PB elections in real life (e.g., datasets

at https://pbstanford.org/ where budget and all the costs are multiples of some very high

value). Motivated by this, we prove that Rc(S) is in FPT with respect to scalable limit. Before

that, we define the scalable limit in flexible costs model as follows:

Definition 4.2 (Scalable Limit (δ)). For any instance I, we refer to
max

pt
j
∈D

ctj

GCD(c11,...,c
tm
m ,b)

as the scal-
able limit (δ) of the instance.

Intuitively, we scale down all the costs and budget as much as possible, while ensuring

that all these values continue to be integers. The scalable limit then refers to the cost of the
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costliest degree in D in this scaled down instance.

Proposition 4.3. For any instance I, computing a subset S ∈ V that is selected under Rc(S) is
fixed parameter tractable parameterized by the scalable limit δ.

Proof: We again prove this by constructing a DP table. Let k = 1
GCD(c11,...,c

tm
m ,b)

. First, we get

a new instance I′ by scaling down all the costs and budget as follows: c′tj = kctj and b′ = kb.

Then, we may construct the DP table similar to that in the proof of Theorem 4.1.

Running Time. The table has m rows. The modified cost of each degree of project is upper

bounded by δ and hence the maximum score possible from each degree of a project is upper-

bounded by nδ. Since the output is a valid set, there can be at most m projects in it and hence

the maximum possible total score is upper bounded by mnδ, which is the number of columns.

Computing each entry in row x takes O(tx) time and the running time is O(m2nδt∗). 2

Proposition 4.4. For any instance I, computing a subset S ∈ V that is selected under Rc(S) is
fixed parameter tractable parameterized by the number of projects m.

The above proposition follows from the fact the total number of valid subsets is exponen-

tial in m (upper bounded by (t∗)m, where t∗ = maxpj∈P tj) and computing the total utility of

any set under Rc(S) can be done in polynomial time.

4.6.3 The Rule R
ĉ(S)

This rule is similar to the previous rule Rc(S), with the only difference being the way a voter

is assumed to view the projects allocated higher cost than her approved limit. Recall that the

utility is defined as ui (S) =
∑

pj∈P ui (S, j), where ui (S, j) is as follows:

ui (S, j) =


0 cS(j) < li(j)

cS(j) li(j) ≤ cS(j) ≤ hi(j)

hi(j) otherwise

Proposition 4.5. Given an instance I, the following statements hold:

(a) For any value s, it is NP-hard to determine if R
ĉ(S)

outputs a set that has a total utility of
at least s.

(b) A subset S ∈ V that is selected under R
ĉ(S)

can be computed in pseudo-polynomial time.

(c) There is an FPTAS for R
ĉ(S)

.
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(d) Computing a subset S ∈ V that is selected under R
ĉ(S)

is fixed parameter tractable param-
eterized by the scalable limit δ.

(e) Computing a subset S ∈ V that is selected under R
ĉ(S)

is fixed parameter tractable param-
eterized by the number of projects m.

Proof: All the above statements follow from the proofs in Section 4.6.2 with some minor

changes. Statements (a) and (e) follow without any changes in the proof (R
ĉ(S)

is the same

as Rc(S) when every project has only permissible cost).

For (b), we modify the definition of s
(
ptj
)

as s
(
ptj
)
=
∑
i∈N

ui (S, j), where ui (S, j) is as

defined in the R
ĉ(S)

rule. The maximum possible total score of S is again n c(S) (since

ui (S, j) ≤ cS(j) always) and the rest follows. For (c), we replace s
(
ptj
)

in the proof of Theo-

rem 4.2 with the above value. Rest of the proof remains the same. The proof for (d) follows

from Proposition 4.3 since ui (S, j) is upper-bounded by ctj for every i ∈ N and pj ∈ P . 2

4.6.4 The Rule R∥ ∥
Recall that R∥ ∥ outputs the feasible set that minimizes the sum of disutilities of all the voters,

where the disutility of voter i is defined as di (S) =
∑

pj∈P di (S, j), such that di (S, j) is as

follows:

di (S, j) =


li(j)− cS(j) cS(j) < li(j)

0 li(j) ≤ cS(j) ≤ hi(j)

cS(j)− hi(j) otherwise

It is worth bearing in mind that the results from Section 4.6.2 and Section 4.6.3 cannot be

transferred since we have a minimization problem and also because we cannot upper bound

the disutilities by b. We start the section by proving that this rule too is NP-hard, using a

slightly different but simple reduction from the same problem (used in Proposition 4.1) solved

by Talmon and Faliszewski [85]. Then, we give a parameterized approximation algorithm,

more specifically a parameterized FPTAS, which guarantees the approximation ratio when

the parameter is small [42].

Proposition 4.6. For an instance I and a value s, it is NP-hard to determine if R∥ ∥ outputs a
set that has a total disutility of at most s.

Proof: For a PB instance under restricted costs (each project p has some cost c(p) and every

voter reports a subset Ai of projects that she likes) and a positive value x, we construct an
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instance for Rc(S) as follows: For every project pj ∈ P , create exactly two degrees such that

c0j = 0 and c1j = c(a). For each voter i, set hi(j) = c(a) for every project p and set li(j) = c1j if

and only if p ∈ Ai. Let Z =
∑

i∈N c(Ai). Set s = Z − x.

Correctness. To prove the forward direction, suppose the PB instance under restricted costs

is a YES instance. That implies, there exists a set S of projects such that
∑

i∈N c(S ∩ Ai) ≥ x.

Now calculate the disutility of S under R∥ ∥. Then, di (S, j) = c(a) for every j ∈ Ai \ S
and 0 otherwise. Therefore, di (S) = −c(Ai) − c(Ai ∩ S). Then, total utility from S = Z −∑

i∈N c(Ai ∩ S). Since the former is at least x, this total disutility is at most Z − x. To prove

the backward direction, assume that the resultant instance of our problem is a YES instance.

We can construct a set S of projects such that a project pj is included in S if and only if p1j is

in the solution. Set S is a solution for PB under restricted costs, making it a YES instance. 2

4.6.4.1 Parameterized Approximation Algorithm (FPTAS)

The very high disutilities that are hard to be bound motivate us to propose a parameterized
FPTAS, which has been of great interest recently [42]. We consider a parameter that we call

variance coefficient, γ, which, on being given an instance I, intuitively shows how divergent

the disutilities of different degrees of projects in the instance are. It is captured by measuring

the highest disutility a single project can have, relative to sum of the least possible disutilities

from all the projects. We explain this formally below.

Given an instance I, for each degree of a project ptj ∈ D, we use qtj to denote the disutility

project ptj will contribute to any set that contains it. We call this disutility contribution of ptj .

Suppose for example, ptj ∈ S. That implies, cS(j) = ctj (∵ S is valid). Therefore,

qtj =
∑

i:ctj<li(j)

(li(j)− ctj) +
∑

i:hi(j)<ctj

(ctj − hi(j)).

It can be observed that,
∑

i∈N di (S) =
∑

ptj∈S
qtj.

Let qm = maxptj∈D q
t
j. That is, qm is the maximum of disutility contributions of all the

degrees of all the projects. We use qσ to denote the sum of minimum disutility contributions

from each D(pj) , i.e., qσ =
∑

pj∈P mint∈D(pj) q
t
j. Our parameter γ is the ratio qm/qσ. Intuitively,

this parameter means that we want the disutility contribution from a single project not to be

much higher than the sum of the least disutility contributions from all the m projects.

Theorem 4.3. For any instance I and ϵ ∈ [0, 1], a subset S ∈ V such that
∑

i∈N di (S) ≤
(1+ϵ)OPT can be computed in O(m

3γt∗

ϵ
) time, where OPT is the optimal possible total disutility

under R∥ ∥, γ is the variance coefficient, and t∗ = maxpj∈P tj.
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Proof: The idea is similar to that in Theorem 4.2. We define new disutilities for each project

by rounding their disutility contributions. We then construct a DP table using which we select

a set. For each project ptj , we define α
(
ptj
)

as follows:

α
(
ptj
)
=
⌊
qtjm/ϵqσ

⌋
.

We construct the DP tables A and B similar to those in Theorem 4.1, with a slight change

the each column now represents the total disutility, and s
(
ptj
)

is replaced by α
(
ptj
)

defined in

the above paragraph. We output the set at B(x, y) such that A(x, y) ≤ b and y is minimized.

Let S be the resultant outcome. Suppose O denotes the optimal solution for I under R∥ ∥.

Please note that the DP ensures that S is a valid set. Since S is the optimal solution with

respect to new disutilities (i.e., w.r.t. α’s),

m∑
j=1

α
(
p
S(j)
j

)
≤

m∑
j=1

α
(
p
O(j)
j

)
(4.4)

By the definition of α, we have

qtj ≥
ϵqσα

(
ptj
)

m
(4.5)

α
(
ptj
)
≥
qtjm

ϵqσ
− 1 (4.6)

Now, we prove that the approximation factor of (1 + ϵ) holds.

OPT =
m∑
j=1

q
O(j)
j ≥

m∑
j=1

ϵqσα
(
p
O(j)
j

)
m

(From Equation (4.5))

≥
m∑
j=1

ϵqσα
(
p
S(j)
j

)
m

(From Equation (4.4))

≥

(
ϵqσ
m

m∑
j=1

mq
S(j)
j

ϵqσ

)
− ϵqσ (From Equation (4.6))

m∑
j=1

q
S(j)
j ≤ OPT + ϵqσ (4.7)

Note that qσ is the sum of minimum possible disutility contribution from each D(pj) . Any

valid set should have one degree (degree 0 corresponds to not funding the project) from each
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D(pj) . Since the optimal solution has to be a valid set, the optimal disutility must be at least

qσ, i.e., OPT ≥ qσ. Applying this in Equation (4.7), results in
∑m

j=1 q
S(j)
j ≤ (1 + ϵ)OPT .

Running Time Now, we need to check the running time of constructing the DP table. The

table has m rows. The disutilities calculated for each degree of project is upper bounded by
qtjm

ϵqσ
, which is further bounded by mγ

ϵ
(by the definition of γ, ∵ qtj ≤ qm). Since the output is

a valid set, there can be at most m projects in the output and hence the maximum possible

total disutility is upper bounded by m2γ
ϵ

, which is the number of columns. Computing each

entry in row x takes O(tx) time. Thus, the running time is O(m
3γt∗

ϵ
), where t∗ = maxpj∈P tj.

2

Fixed Parameter Tractability Here, we prove that R∥ ∥ is also in FPT with respect to the

parameters δ or m.

Proposition 4.7. For any instance I, computing a subset S ∈ V that is selected under R∥ ∥ is
fixed parameter tractable parameterized by the scalable limit δ.

Proof: The proof of the above proposition is same as the proof of Proposition 4.3. Let

k = 1
GCD(c11,...,c

tm
m ,b)

. First, we get a new instance I′ by scaling down all the costs and budget

as follows: c′tj = kctj and b′ = kb. Then, we may construct the DP table similar to that in the

proof of Theorem 4.1. Running time is again O(m2nδt∗). 2

Proposition 4.8. For any instance I, computing a subset S ∈ V that is selected under R∥ ∥ is
fixed parameter tractable parameterized by the number of projects m.

The above result follows from the fact that whenm is constant, we can exhaustively search

all the valid sets for the one achieving optimal disutility.

4.7 Axiomatic Results
An enormous amount of work has been done on the axiomatic study of PB with approval votes

[3, 8, 13, 73, 82, 85]. However, our PB model in which each project has a set of permissible

costs is unique technically as well as realistically. This uniqueness demands the development

of novel axioms applicable explicitly in such a setting. We introduce different axioms and

investigate which of the PB rules introduced in Section 4.5 satisfy our axioms and which of

them do not. We call [li(j), hi(j)] to be the interval approved by voter i.

4.7.1 Monotonicity Properties

We start by introducing monotonicity properties, which capture how a change in one param-

eter related to the problem affects the outcome. The first axiom, shrink-resistance, implies
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that if the voters are narrowing down their interval towards a degree that was winning, then

the degree still continues to win.

Definition 4.3 (Shrink-resistance). A PB rule R is said to be shrink-resistant if for any instance
I, a voter i, a project pj ∈ P , it holds that a set S selected under R continues to be selected even
if li(j) and hi(j) are shifted closer to cS(j) .

Proposition 4.9. All the four rules R|S|, Rc(S), Rĉ(S)
, and R∥ ∥ are shrink-resistant.

Proof: First, we look at R|S|. Consider a set S selected under R|S|. If initially li(j) ≤ cS(j) ≤
hi(j), then the condition continues to satisfy even if li(j) and hi(j) are shifted closer to cS(j)

. Thus, ui (S) does not change. If initially cS(j) < li(j) or hi(j) < cS(j), then shifting li(j) and

hi(j) closer to cS(j) may cause ui (S) to remain the same or increase by 1. Utilities of sets

without S(j) remain unchanged thus proving the claim. This logic can also be extended to

Rc(S) and R
ĉ(S)

. For both these rules, shifting will make ui (S) remain the same or increased

by cS(j) . Finally, look at R∥ ∥. By the definition of di (S) , shifting li(j) and hi(j) closer to

cS(j) will cause a strict decrease in di (S) if it was a non-zero value. Else, di (S) remains

the same. 2

Next, we extend discount montonicity [85] to ensure that a winning degree of project

should not be omitted if it becomes less expensive.

Definition 4.4 (Discount-proofness). A PB ruleR is said to be discount-proof if for any instance
I, a project pj ∈ P , and a set S that is selected under R, S continues to be selected if cS(j) is
decreased by 1.

Proposition 4.10. The rule R|S| is discount-proof, whereas Rc(S), Rĉ(S)
, and R∥ ∥ are not.

Proof: Let the rule R be Rc(S), Rĉ(S)
, or R∥ ∥. Consider an instance such that: (i) there are

two projects with D(p1) = {p01, p11} and D(p2) = {p02, p12} (ii) c11 = 2 and c12 = 2, b = 2 (iii) for

every voter i ∈ N , li(1) = hi(1) = c11 and li(2) = hi(2) = c12. Clearly, S = {p11} is a set that is

selected under R. If c11 is changed to 1, S is not selected since only {p12} is the unique set to

be selected.

Now, consider R|S|. This is straight-forward since the utilities are unaffected by costs as

long as they are in the acceptable range. Please note that by their definitions, both li(j) and

hi(j) belong to the set of permissible costs and hence if the cost that is reduced is equal to the

lower bound reported by some voter, the lower bound is also automatically considered to be

reduced by 1. Thus, the number of voters finding the chosen degree to be acceptable remains

unaffected. 2
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4.7.2 Unanimity Properties

Now, we introduce properties that are based on unanimous approval of all the voters. Given

an instance I, for each project p ∈ P , we define τp = {ctj : ptj ∈ D, ∀i ∈ N li(j) ≤ ctj ≤ hi(j)}.
Let τp = max (τp) and τp = min (τp). The first axiom, range-abidingness, requires that if some

range of costs is found to be acceptable unanimously by all voters, then the cost allocated to

the project must not go beyond this range.

Definition 4.5 (Range-abidingness). A PB rule R is said to be range-abiding if for any instance
I, a project pj ∈ P , and a set S selected under R, it holds that

τp ̸= ∅ =⇒ cS(j) ≤ τp.

Proposition 4.11. The rules R|S| and R∥ ∥ are range-abiding, whereas Rc(S) and R
ĉ(S)

are not.

Proof: First, we prove that Rc(S) and R
ĉ(S)

are not range-abiding. Recall that b denotes the

budget. Suppose we have a single project p with exactly two permissible costs, respectively

equal to
⌊
b−1
n

⌋
and b. Suppose all the voters set li(j) = c1j . One voter i sets hi(j) = c2j , whereas

all the remaining voters report c1j as the upper bound. Clearly, in a set S containing p1j , the

utility from project p is at most b− 1. Whereas, if S selects p2j , the utility from p is equal to b

(entirely due to the utility of a single voter). Thus p2j is selected. Note that, in this example,

τp =
⌊
b−1
n

⌋
and clearly c2j > τp.

Moving on, the rulesR|S| andR∥ ∥ are range-abiding. For the sake of contradiction, assume

that they are not. That is, in a set S selected under the rule, cS(j) > τp. Consider the set

S ′ = S \ {S(j)} ∪ {ptj : τp = ctj}. Clearly, S ′ is valid since cS(j) > τp and S is valid. Also,

ui (S
′, p) > ui (S, p) since the degree chosen in S ′ is within the bounds reported by every voter

(it gives the optimal utility of n for R|S| and the optimal disutility of 0 for R∥ ∥). Thus, S ′ is a

strictly better set and S must not be selected. This forms a contradiction. 2

The next axiom, range-convergingness, requires that increasing the budget should result

in the winning degree of some project moving closer to its unanimously approved range of

costs. That is, increasing the budget must increase the chance of maximally satisfying all the

voters, as opposed to dissatisfying some voters.

Definition 4.6 (Range-convergingness). A PB rule R is said to be range-converging if for any
instance I, a set S selected for I under R, and a set S ′ ̸= S selected under R on increasing the
budget, it holds that whenever there is at least one project k with τk ̸= ∅, there also exists some
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project pj ∈ P such that:

cS(j) /∈ τp =⇒ |cS(j)− τp| > |cS
′
(j)− τp|.

Proposition 4.12. All the four rules R|S|, Rc(S), Rĉ(S)
, and R∥ ∥ are range-converging.

Proof: First, consider the first three rules, i.e., let R be R|S|, Rc(S), or R
ĉ(S)

. Note that for

these rules, the value
∑

i∈N ui (S, p) decreases as cS(j) moves farther from all the costs in τp

(the farther cS(j) moves, more is the number of voters for whom cS(j) falls out of their

acceptable range). We prove the claim by contradiction. Assume that for any project pj ∈ P
such that cS(j) /∈ τp and cS(j) ̸= cS

′
(j), cS(j) is closer to τp than cS

′
(j) is. This implies

that
∑

i∈N ui (S
′, p) <

∑
i∈N ui (S, p). By adding these inequalities for all such p, we have∑

i∈N ui (S
′) <

∑
i∈N ui (S). Thus, S ′ cannot be selected by R since S continues to be feasible

under the increased budget. The proof for rule R∥ ∥ follows similar idea. This is because,∑
i∈N di (S, p) increases as cS(j) moves farther from all the costs in τp (as cS(j) falls out of

the acceptable range for more voters). 2

The last monotonicity axiom, range-unanimity, requires that if some range of costs is found

to be acceptable unanimously by all the voters, the project must be allocated the maximum

amount in this range, or in other words, the highest unanimously approved amount.

Definition 4.7 (Range-unanimity). A PB rule R is said to be range-unanimous if for any in-
stance I, whenever

∑
pj∈P τp ≤ b, the set {ptj : p∈ P, ctj = τp} is selected under R.

Note that the above holds by default if τp is not defined for some p. Range-unanimity and

range-abidingness do not imply each other, though they seem closely related. For example,

take the rule that picks for each project p, degree with minimum cost in τp (whenever this

set costs lesser than b). This is range-abiding but not range-unanimous. In an instance where

the maximum costs in τp together cost more than the budget, range-unanimity is satisfied by

default by any rule. However, a rule that selects a degree for project p whose cost is greater

than maximum cost in τp, does not satisfy range-abidingness. Thus, range-unanimity does

not imply range-abidingness.

Proposition 4.13. The rules R|S| and R∥ ∥ are range-unanimous, whereas Rc(S) and R
ĉ(S)

are
not.

Proof: The proof for Rc(S) and R
ĉ(S)

follow from the example in the proof of Proposi-

tion 4.11. Now, consider the rules R|S| and R∥ ∥. Note that the set {ptj : p ∈ P, ctj = τp}
achieves the optimal total utility mn and optimal total disutility of 0 respectively for both the
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rules. Hence, if S ′ not being selected implies that c(S ′) > b. This contradicts
∑

pj∈P τp ≤ b

and completes the argument. 2

4.7.3 Efficiency Properties

We finally introduce efficiency properties, which capture how a slight betterment of the out-

come in one dimension is not possible (similar to the idea behind classic pareto-efficiency

property). The first axiom, degree-efficiency, essentially implies that if two valid sets differ

only on the degree of one project, then the set with higher degree needs to be preferred.

Definition 4.8 (Degree-efficiency). A PB rule R is said to be degree-efficient if for any instance
I, any project pj ∈ P , any set S selected under R, and the degree x ∈ S(j), it holds that

k > x =⇒ c(S)− cS(j) + ckj > b.

Proposition 4.14. The R
ĉ(S)

is degree-efficient, whereas R|S|, Rc(S), and R∥ ∥ are not.

Proof: Let R be R|S|, Rc(S), or R∥ ∥. Consider the example with single project p such that for

every i: (i) ctjj < b and hi(j) < c
tj
j (ii) there exists t < tj such that li(j) ≤ ctj ≤ hi(j). The

set {ptj : ctj = τp} is selected under R since we know that τp ̸= ∅ and τp < b. Assume that the

axiom is satisfied. Then, by the definiton of tj , ctjj > b contradicting (i).

Now, we look at the rule R
ĉ(S)

. Let S be a selected set and k < tj be such that k > S(j).

Consider the set S ′ = S\{S(j)}∪{pkj}. Take any voter i. If cS(j) < li(j), ui (S ′, j) remains zero

like ui (S, j) or increases by ckj . If li(j) ≤ cS(j) ≤ hi(j), ui (S ′, j) is exactly min (ckj , hi(j))−cS(j)
more than ui (S, j). This value is positive since k > S(j). Finally, if cS(j) > hi(j), ui (S ′, j) is

exactly ckj more than ui (S, j). Thus, ui (S ′) is clearly greater than ui (S) . Since S is selected

under R∥ ∥, S ′ must be infeasible. Thus, the given condition holds. 2

The next two axioms insist that the valid set closer to the bounds reported by all the voters

must be preferred over a valid set farther from them.

Definition 4.9 (Lower bound-sensitivity). A PB rule R is said to be lower bound-sensitive if
for any instance I, any project pj ∈ P , and any two valid set S, S ′ such that for every voter i we
have cS(j) < cS

′
(j) < li(j), it holds that S is not selected under R.

Proposition 4.15. The R∥ ∥ is lower bound-sensitive, whereas R|S|, Rc(S), and R
ĉ(S)

are not.

Proof: Let R be R|S|, Rc(S), or R
ĉ(S)

. For lower-bound sensitivity, consider a counter example

as follows: (i) there are two projects with D(p1) = {p01, p11, p21, p31} and D(p2) = {p02, p12} (ii)

c11 = 1, c21 = 2, c31 = b − 3, and c12 = b − 2 (iii) for every voter i ∈ N , li(1) = hi(1) = c31 and
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PROPERTIES\RULES R|S| Rc(S) R
ĉ(S)

R∥ ∥

Shrink-resistance ✓ ✓ ✓ ✓
Discount-proofness ✓ × × ×
Range-abidingness ✓ × × ✓
Range-convergingness ✓ ✓ ✓ ✓
Range-unanimity ✓ × × ✓
Degree-efficiency × × ✓ ×
Lower bound-sensitivity × × × ✓
Upper bound-sensitivity ✓ ✓ × ✓

Table 4.1: Results for budgeting axioms in Section 4.7

li(2) = hi(2) = c12. Clearly, S = {p11, p12} is a set that is selected under R. Set S ′ = {p21, p12} and

j = 1.

Now, let us consider the rule R∥ ∥. The proof is straight-forward. Since the disutility of i

from S depends on li(j) − cS(j) and cS(j) − hi(j), clearly, di (S) < di (S
′) for every voter i.

Hence, S does not get selected by R∥ ∥. 2

Definition 4.10 (Upper bound-sensitivity). A PB rule R is said to be upper bound-sensitive if
for any instance I, any project pj ∈ P , and any two valid set S, S ′ such that for every voter i we
have cS(j) > cS

′
(j) > hi(j), it holds that S is not selected under R.

Proposition 4.16. The rules R|S|,Rc(S), and R∥ ∥ are upper bound-sensitive, whereas R
ĉ(S)

is
not.

Proof: First, let the rule R be R|S|, Rc(S), or R∥ ∥. Since cS(j) > hi(j), ui (S, j) = 0 and

di (S) = cS(j) − hi(j). Clearly, utility of S and S ′ will be same for R|S| and Rc(S). However,

none of them chooses S or S ′. For R∥ ∥, utility from S will be lesser than that from S ′. Thus,

S cannot be selected. Finally, consider R
ĉ(S)

. Consider an instance such that: (i) there are

two projects with D(p1) = {p01, p11, p21, p31} and D(p2) = {p02, p12} (ii) c11 = 1, c21 = 2, c31 = 3,

and c12 = b − 3 (iii) for every voter i ∈ N , li(1) = hi(1) = c11 and li(2) = hi(2) = c12. Clearly,

S = {p31, p12} is a set that is selected under R
ĉ(S)

. Set S ′ = {p21, p12} and j = 1. The condition is

not met. 2

4.8 Conclusion and Discussion
Many times, there are multiple ways of executing a public project and hence several, but

limited number of, choices for the amount to be allocated to this project. Unfortunately, the

existing preference elicitation methods and aggregation rules for participatory budgeting do
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not take this factor into account and we bridge this gap. We generalized two utility notions

defined for PB under restricted costs to our model. We also proposed two other utility notions

unique to our model. We analyzed all the corresponding utilitarian welfare maximizing rules

computationally and axiomatically.

Our computational part strengthens all the existing positive results, and also introduces

several new parameterized tractability results (FPT, parameterized FPTAS) taking into ac-

count the parameters recently introduced in the PB literature. It is worth highlighting that

all our computational results in Section 4.6 can be generalized by replacing the utilities with

cardinal utility for every degree of each project. However, we present all the results for

ranged approval votes due to their practical relevance, simplicity, and deep association with

axiomatic analysis.

Followed by this, we introduce several axioms for our model with ranged approval votes

and investigate which of these are satisfied by our PB rules. Note that, though none of the

proposed PB rules satisfies all the axioms, every rule satisfies some axioms. Axiomatic analysis

reflects the properties of each rule, using which the PB organizer can pick a rule based on

the context. Also, it is worth bearing in mind that the novel disutility notion and PB rule R∥ ∥

we proposed for our model satisfies as many axioms as any simple approval-based PB rule

satisfies. One of the key takeaways of this chapter is hence a conclusion that R∥ ∥ is a very

good choice when each voter approves a range of costs.

In this chapter, we studied welfare maximization for PB under partially flexible costs. An

intriguing direction to explore further would be the concept of fairness within the context of

partially flexible costs.

Thus far, our emphasis has been on participatory budgeting under dichotomous prefer-

ences. In the subsequent part of this thesis, we will delve into the study of participatory

budgeting under ordinal preferences, considering both restricted and flexible costs as the

cases of interest.
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Part II

Ordinal Preferences
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Chapter 5

Restricted Costs: Welfare Maximization
and Fairness under Incomplete Weakly
Ordinal Preferences

We study the participatory budgeting model where the cost of each project is restricted
to one value and the voters report incomplete weakly ordinal preferences. The chapter
is structured into two distinct parts: one emphasizing the maximization of welfare
and the other dedicated to exploring the concept of fairness.

In the first part, we extend the existing welfare maximizing rules in the literature
on dichotomous and strictly ordinal preferences to propose a class of rules, called di-

chotomous translation rules and another rule named PB-CC rule. We prove that our
extensions mostly preserve and also enhance the computational and axiomatic prop-
erties of the rules. As a part of this, we also introduce a new axiom, pro-affordability,
explicitly relevant to PB under weakly ordinal preferences. In the latter part of the
chapter, we introduce fresh mechanisms to address fairness, called average rank-share
guarantee (ARSG) rules. This novel class of rules consists of two distinct families: av-
erage rank guarantee rules and share guarantee rules. By employing ARSG rules, we
are able to overcome the limitations associated with existing fairness notions in the
literature on participatory budgeting under ordinal preferences.

5.1 Motivation
Though dichotomous preferences are well studied both for the cases of restricted costs [10,

21, 32] as well as flexible costs [39, 51, 53, 73, 82, 85], the dichotomous preferences in-
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herently have limited expressibility since all the approved projects are assumed to be equally

preferred by the voter. This motivates eliciting ordinal preferences (rankings) of the projects

from the voters. Ordinal preferences are proven to be cognitively easy as well as the most

liked ballot by the voters since they get to express more information [15]. Various works

study strictly ordinal preferences when the costs are totally flexible [1, 6, 9] and also when

the costs are restricted to one single value [78]. Undeniably, the inherent ranking of projects

of a voter is usually weak since ties among the projects are very natural, especially when the

number of projects is high. This highlights the need for studying weakly ordinal preferences

in participatory budgeting.

Though weakly ordinal preferences are well studied when the costs are flexible [6, 9, 34],

their study when the costs are restricted has been very limited [4]. This chapter skillfully

bridges this gap. It is worth emphasizing that we also allow the weakly ordinal preferences

to be incomplete, thereby making the elicitation method no more cognitively harder than

standard dichotomous preferences (voters can optionally rank the approved projects further).

5.1.1 Contributions and Organization of the Chapter

The two most desired objectives in social choice literature are welfare maximization and fair-
ness. While the welfare maximization in participatory budgeting (PB) is studied under di-

chotomous as well as strictly ordinal preferences (the latter is studied only for multi-winner

voting, a special case of PB under restricted costs), it remained to be studied under weakly

ordinal preferences. We propose PB rules which extend the existing rules to the incomplete

weakly ordinal preferences setting, such that the computational and axiomatic properties of

the rules are mostly preserved and even enhanced. We justify the significance of each of our

extended rules through an exhaustive axiomatic analysis. Section 5.3 of this chapter studies

the PB rules that maximize the utilitarian welfare.

Unlike welfare, fairness for PB under restricted costs and weakly ordinal preferences has

been studied in the literature [4]. However, these existing fairness notions can be unreason-

able in several scenarios, as illustrated in the upcoming sections. We resolve this drawback

by proposing a different perspective on fairness and introducing a novel interesting class of

fair rules. Also, unlike the work by Aziz et al. [4], we allow for the ordinal preferences to

be incomplete (i.e., voters can rank only a few projects and ignore the rest, as explained in

Section 1.1.1). Section 5.4 of this chapter studies the fair PB rules. We conclude by making

important and compelling observations in Section 5.5.
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5.2 Notations and Preliminaries
Let us recall the necessary notations from Section 2.1.1 and introduce a few more. Recall

that N = {1, . . . , n} is the set of n voters and P = {p1, . . . , pm} is the set of m projects. Each

voter i gives a weakly ordinal preference ⪰i over a subset Ai of projects. That is, ⪰i partitions

a set Ai into equivalence classes such that Ei
1 ≻i Ei

2 ≻i . . . (note that every project need not

be included in some equivalence class). The rank of a project p is said to be r if exactly r − 1

projects are strictly preferred over p. We use ri(p) to denote the rank of p and ⪰i(t) to denote

all the projects ranked exactly t in ⪰i. We denote by Ei
[j] the set of projects in the first j

equivalence classes of ⪰i, i.e., Ei
[j] =

⋃
k≤j E

i
k. A preference profile P is a vector of ordinal

preferences of all the voters, i.e., P = (⪰i)i∈N . A cost function c : P → N gives the cost

of each project. Cost of a subset S ⊆ P ,
∑

p∈S c(p), is denoted by c(S). b denotes the total

budget available. A set S ⊆ P is said to be feasible if c(S) ≤ b. Let F be the set of all feasible

subsets of P .

Example 5.1. Suppose P = {p1, p2, p3, p4} is the set of projects such that c(p1) = 3, c(p2) =

4, c(p3) = 2, and c(p4) = 6. Let the ranking of a certain voter, suppose i, be {p2, p3} ≻i {p1}.
Now, Ai = {p1, p2, p3}, ri(p1) = 3, ⪰i(2) = ∅,⪰i(3) = {p1}, Ei

[2] = Ei
1 ∪ Ei

2 = {p1, p2, p3}.

A PB instance under incomplete weakly ordinal preferences ⟨N,P, c, b,P⟩ is represented

by I. The rules we present are irresolute, i.e., they output multiple feasible subsets. For an

instance I, a PB rule R outputs a set of feasible subsets of projects R(I).

5.3 Welfare Maximizing Rules
In this section, we study PB rules that maximize utilitarian welfare. For this, we first need

to define the utility notion. When the preferences are weakly ordinal, utility of a voter from

a set of projects must ideally depend on the following factors: (i) the number/costs of the

selected projects and (ii) ranks of those projects in her preference. Including both factors (i)

and (ii) in the definition of utility may lead to a multi-objective optimization problem. On the

other hand, we propose two kinds of PB rules, each considering one of the above two factors.

PB rules discussed in Section 5.3.1 consider the factor (i) while defining the utility, whereas

the one in Section 5.3.2 considers the factor (ii). Each PB rule outputs all the feasible subsets

of projects that maximize the utilitarian welfare (i.e., the sum of utilities of all voters).

We define the rules by carefully extending the existing rules in the literature to our model

of PB under weakly ordinal preferences, without compromising much on their axiomatic

properties. We justify the significance of our extended rules by conducting an exhaustive
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axiomatic analysis towards the end of this section. In fact, taking a close look at our axiomatic

results reveals an interesting observation as will be explained in Section 5.5.

5.3.1 Dichotomous Translation Rules

We start by extending the rules defined for PB under dichotomous preferences [85]. In the

model with dichotomous preferences, every voter i reports a subset Ai of projects that she

likes and no ranking is involved. Thus, the utility of a voter here depends on factor (i), i.e.,

on the number of approved projects that got selected or their costs. Talmon and Faliszewski

[85] define three such utility notions and study the corresponding utilitarian rules. The utility

of i from a set S of projects is defined as ui(S) = f(Ai ∩ S), where f(S) could be |S|, c(S) ,
or 1(|S| > 0) (takes 1 if S is non-empty and 0 otherwise). These utility notions are also

explained in Section 2.1.2.1.

Dichotomous translation rules progress in two phases. In the first phase, a translation
scheme is used to convert weakly ordinal preferences into dichotomous preferences satisfying

certain property. In the second phase, the existing utilitarian rules described in the previous

paragraph are applied on the resultant instance of dichotomous preferences. The translation

scheme in the first phase must be chosen carefully such that most properties are preserved in

the outcome after the second phase. Additionally, our translation also resolves the drawbacks

suffered by PB under dichotomous preferences. We discuss two such translation schemes in

this section.

Definition 5.1. A dichotomous translation rule ⟨T, f⟩ is a two-phase protocol with the fol-
lowing phases: (i) translation scheme T converts the weak ranking profile P into an approval
vote profile (Ai)i∈N (ii) Every S that maximizes

∑
i∈N f(Ai ∩ S) is selected in the outcome.

Figure 5.1: Block diagram to show the working of a dichotomous translation rule ⟨T, f⟩

5.3.1.1 Multi-knapsack translation scheme

In the PB under dichotomous preferences, all the approved projects are interpreted to be

equally desirable. Thus, the PB rules fail to capture the feasible subsets of projects most

desired by the voter. This motivated Goel et al. [51] to introduce knapsack voting, where
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for every voter i, c(Ai) ≤ b. That is, every voter approves her most desired feasible subset

of projects. However, this may not perform well when there are ties among the projects and

there are multiple equally desirable feasible subsets for the voter. This is illustrated below.

Example 5.2. Let A = {p1, p2, . . . , p8} and b = 5, with costs {3, 3, 2, . . . , 2}, respectively. Let
there be two voters whose inherent preferences for the projects are as follows: p1 ≻1 {p2, p3, p4} ≻1

p5 and {p1, p3} ≻2 {p4, p8}.
If the voters are asked for standard dichotomous preferences, voter 1 approves {p1, p2, p3, p4, p5}

and voter 2 approves {p1, p3, p4, p8}. Here, the information that voter 1 prefers an outcome
{p1, p4} over {p1, p5} is lost. Now, suppose the voters are asked to report knapsack votes instead
(i.e., each Ai must cost within the budget). Then, voter 1 is forced to approve p1 and exactly one
project from {p3, p4}, thereby implying incorrectly that the remaining project yields no utility to
her (note that both {p1, p3} and {p1, p4} are equally desirable feasible outcomes).

In our model, we allow the voter i to also report a weakly ordinal preference over projects

in Ai. Our translation scheme uses this weakly ordinal preference to further shrink down Ai

such that it captures all and only those projects present in at least one of the most desired fea-

sible subsets of i. The multi-knapsack translation scheme (MT ) greedily adds the projects

following the rank until the budget constraint is respected. At the point where the constraint

gets violated, MT includes only those projects whose inclusion will not make the subset

infeasible. This translation scheme is demonstrated in Algorithm 5.1. The corresponding

dichotomous translation rule is further elucidated below in Example 5.3.

Example 5.3. Consider Example 5.2. Let us look at the first phase. For the first voter, the
multi-knapsack translation scheme starts by adding E1

1 (i.e., p1) to A1. The left over after this
is 5 − c(p1) = 2. Cost of E1

2 is 7, which is greater than left over of 2 and hence E1
2 does not fit

entirely into A1. Thus, we mark only those projects in E1
2 whose costs are within the left over

limit, i.e., {p3, p4} and add these marked projects into A1 (In Algorithm 5.1, we used Oi to denote
the marked projects for i). Finally, A1 = {p1, p3, p4}. Similarly, for the second voter, set the left
over limit to the budget 5. Since E2

1 costs 5, add it to A2. The left over limit is now 0. Thus,
A2 = {p1, p3}.

In the second phase, if f(S) is defined as |S| or c(S), then the rule ⟨MT, f⟩ outputs {{p1, p3}}.
If f(S) is defined as 1(|S| > 0), then the ⟨MT, f⟩ rule outputs all the sets containing at least one
of p1 and p3.

It needs to be mentioned that adding the projects greedily with respect to rank may not

always result in an optimal knapsack vote. However, solving the knapsack problem is NP-

hard and cognitively hard for the voters [16]. Thus, especially when costs of the projects are
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Algorithm 5.1: Multi-knapsack translation scheme
Input: An ordinal PB instance ⟨N,P, c, b,P⟩
Output: A dichotomous preference profile A

1 for each voter i do
2 Ai ← ∅;
3 j ← 1;
4 while c(Ai) + c

(
Ei
j

)
≤ b do

5 Ai ← Ai ∪ Ei
j;

6 j ← j + 1;

7 Oi ← ∅;
8 for each p ∈ Ei

j do
9 if c(p) < b− c(Ai) then

10 Oi ← Oi ∪ {p};

11 Ai ← Ai ∪Oi;

12 return (Ai)i∈N

close to each other, the greedy approach provides a close-to-ideal outcome with much less

cognitive load. Consequently, the greedy approach is commonly used for knapsack and PB in

real-world. It is worth highlighting that ⟨MT, f⟩ generalizes the existing multi-winner voting

rules [41]. An ordinal multi-winner voting instance can be represented as a PB instance with

b = k and unit cost projects. If f(S) is |S| or c(S), ⟨M, f⟩ is equivalent to multi-winner bloc

rule. If f(S) = 1(|S| > 0), it is equivalent to αk-CC rule.

We now analyze the computational complexity of the decision problem of the dichotomous

translation rule with multi-knapsack translation scheme. That is, the problem is to decide if

the sets selected by the rule ⟨MT, f⟩ guarantee at least a given utility s.

Theorem 5.1. Deciding ⟨MT, f⟩ is NP-hard if any of the following conditions holds:

(a) f(S) = c(S)

(b) f(S) = 1(|S| > 0).

Proof: Let A = (Ai)i∈N be the dichotomous preference profile obtained from the incomplete

weak rankings profile P using the translation scheme MT .

(a) We reduce SUBSET SUM (Definition 3.3) to our problem of deciding if there exists S ∈ F

such that
∑
i∈N

c(Ai ∩ S) ≥ s for any score s. Given an integer H and a set of integers

X = {x1, x2, . . . , xn}, the SUBSET SUM problem is to decide if there exists a subset
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X ′ ⊆ X such that
∑

x∈X′ x = H. This is known to be NP-hard [48]. W.l.o.g., we can

assume that X is sorted in non-decreasing order.

Construct a PB instance as follows: set b = s = H. Create n projects p1, p2, . . . , pn such

that c(pi) = xi and another project pn+1 with c(pn+1) = H. Create n voters such that the

preference of voter i is pi ≻i pn+1 ≻i others (‘others’ could be ordered arbitrarily). We

claim that SUBSET SUM is equivalent to our problem. Let us prove the correctness. The

scheme MT approves only the top-ranked project for each voter i. Hence, for each i,

Ai is {pi}. If the given instance is a YES instance of SUBSET SUM and X ′ is the required

subset, then
∑

i∈N f
(
Ai ∩ S

)
=
∑

xi∈X′ xi = H when S = {pi : xi ∈ X ′}. Hence, this is

a YES instance of the given problem. Now, let us assume that the given instance is a NO

instance of SUBSET SUM. Therefore, there is no subset X ′ ⊆ X such that
∑

xi∈X′ xi = H.

Thus, for every S ∈ F,
∑

i∈N f
(
Ai ∩ S

)
< s (since b = H), making this a NO instance

of the given problem.

(b) We reduce VERTEX COVER to our problem of deciding if there exists S ∈ F such that∑
i∈N

1(|Ai ∩ S| > 0) ≥ s for any score s.

Definition 5.2 (VERTEX COVER). Given an undirected graph G = (V,E) and an integer
k, the VERTEX COVER problem is to decide if there exists a V ′ ⊆ V such that |V ′| ≤ k and
E = {(v1, v2) : (v1 ∈ V ′) ∨ (v2 ∈ V ′)}.

The VERTEX COVER problem is known to be NP-hard [48]. We can assume without loss

of generality that k > 2 (for constant values of k, VERTEX COVER becomes tractable).

Construct a PB instance as follows: set b = k. For each vertex v, add a project pv with

cost 1. Add another dummy project pd with cost k − 1. For each edge ei = (v1i , v
2
i ),

add a voter i with preference pv1i ≻i pv2i ≻i pd ≻i others (‘others’ could be ordered

arbitrarily). Set s = |E|. We claim that VERTEX COVER is equivalent to our problem. Let

us prove the correctness. For each voter i, the scheme MT gives an output such that

Ai = {pv1i , pv2i }. Suppose the given instance (G, k) is a YES instance of VERTEX COVER.

Let V ′ ⊆ V cover entire E such that |V ′| ≤ k. Consider the feasible subset of projects

S = {pv : v ∈ V ′}. Since V ′ is a vertex cover, for any voter i, |Ai ∩ S| > 0. Therefore,∑
i∈N f

(
Ai ∩ S

)
= |E| making it a YES instance. Now, let us assume that (G, k) is a

NO instance. Any feasible subset of projects gives a total score less than |E|, making it

a NO instance.

This completes the proof. 2
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To find the computational complexity when f(S) = |S|, we rely on a result presented by

Talmon and Faliszewski [85].

Proposition 5.1 (Talmon and Faliszewski [85]). Given any PB instance I with dichotomous
preference profile, a set S maximizing

∑
i∈N
|Ai ∩ S| can be computed in polynomial time.

The next result is a direct consequence of Proposition 5.1.

Corollary 5.1. If f(S) = |S|, then ⟨MT, f⟩ can be decided in polynomial time.

Next, we discuss another good translation scheme, called cost-worthy translation scheme

(CT), which results in an outcome satisfying many good properties.

5.3.1.2 Cost-worthy translation scheme

The CT scheme represents the desirability of economical projects. A major disadvantage of

existing PB rules under dichotomous preferences is that some of them treat all the approved

projects same, while others prefer an expensive project assuming that the cost reflects its

prestige and quality [8, 51, 85]. While this could be reasonable in some contexts, often there

are real-world scenarios in which inexpensive projects are to be preferred and an expensive

project is to be funded only if it is preferred over other projects by a high enough number of

voters. The CT scheme captures the above requirement using the weakly ordinal preferences

of the voter and a parameter α : [m] → N. The function α is such that α(m) = 0 and it

is monotonically non-increasing function, i.e., α(i) ≥ α(j) whenever i < j. This is called a

worth function and is used to capture the relation between ranks and the costs of the projects.

For any j ∈ [m], α(j) denotes the maximum amount a project ranked at j deserves. The

scheme approves, for each voter, only those projects that are affordable according to their

ranks and the worth function, as shown in Algorithm 5.2. We illustrate this with an example.

Example 5.4. Organizers of a 2-hour seminar must select a subset of candidate talks (each of
different duration) based on the preferences of audience. They may decide that only one of the
talks, the plenary talk, be given 60 min., while the others be allocated at most 50 or 30 or 20
min. Based on this, they could set the worth function such that α(1) = 60, α(2) = 50, α(3) =

30, α(4) = α(5) = 20, and α(x) = 0 for x > 5.

α 60 50 30 20 20

40% A ≻ B ≻ {C,D} ≻ ≻ E

of voters 30 50 30, 20 20

60% A ≻ C ≻ B ≻ {D,E}
of voters 30 30 50 20, 20
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Algorithm 5.2: Cost-worthy translation scheme
Input: Incomplete weakly ordinal preference profile P, a worth function α
Output: Dichotomous preference profile A

1 for each voter i do
2 Ai ← ∅
3 for j = 1; j ≤ m; j ++ do
4 if c(pj) ≤ α(ri(pj)) then
5 Ai ← Ai ∪{pj}

6 return (Ai)i∈N

All projects ranked adequately high are marked above (in the first ranking, rank of E is 5

since four projects are preferred over it). 60% of the voters do not rank B high enough to justify
its cost. If f(S) is |S| or c(S), the dichotomous translation rule ⟨CT, f⟩ outputs {A,C,D,E}. If
f(S) is 1(|S| > 0), the rule outputs all the sets having at least one of {A,C,D,E}.

One may wonder why we use a separate worth function instead of asking the voters to

simply approve only the projects they consider worth the cost. However, asking so would

assume that a voter deeming a project to be cost-worthy is same as the organizer deeming

it to be so. But, a voter decides the worth of a project based on the value derived from

it with respect to cost, whereas the organizer may decide the worth also based on how it

fares in comparison to other projects. A voter may feel that a park worth 900 does bring

the proportional value and hence approve or rank it decently high. But if there are several

projects she prefers over the park, the organizer may decide spending 900 on it is not worth

it. The cost-worthy translation scheme offers the organizer the flexibility to decide whether

the degree of preference for an expensive project (i.e., its rank) is good enough to warrant a

huge cost.

We describe a few situations where CT scheme provides a desirable choice, by specifying

the corresponding worth functions. If a funding agency wants no project costing higher than

x to be selected unless it is of the highest quality, setting α(1) = b and all the others to be

x captures the requirement. If the funding agency believes that the projects in the top p

positions have stiff competition among themselves and there is a consensus regarding the

remaining projects, a function whose top p entries are almost similar while the rest of the

entries have larger gaps can be the parameter. If the projects ranked less than a certain

threshold should never be approved, we can achieve this by setting to zero, all the entries in

the range of worth function to be zero after the threshold. Such a vector can also be used to

avoid an inexpensive project being approved by all the voters trivially.
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Note that while deciding the worth function parameter can be done intuitively and heuris-

tically in the real-world in several scenarios (organizing a seminar, funding research projects

etc.), it may be hard in some other scenarios. This is the primary and only drawback of

this rule. Thus, there is an interesting optimization problem underlying their choice. Learn-

ing optimal parameters of desirable rules such as median and min-max rules and threshold

approval rules [16] are considered important open directions in the voting literature. Simi-

larly, the question of determining optimal parameters for dichotomous translation rules with

cost-worthy translation scheme is an important problem which we preserve for our future

work.

The proofs of the next two results is similar to that of Theorem 5.1 and Corollary 5.1. A

similar approach as that of Corollary 5.1 can be used to prove Theorem 5.3.

Theorem 5.2. Deciding ⟨CT, f⟩ is NP-hard if any of the following conditions holds:

(a) f(S) = c(S) and α(1) = b

(b) f(S) = 1(|S| > 0) and α(1) ̸= α(m).

Proof: Let A = (Ai)i∈N be the dichotomous preference profile obtained from the incomplete

weak rankings profile P using the translation scheme CT .

(a) We reduce SUBSET SUM (Definition 3.3) to our problem of deciding if there exists S ∈ F

such that
∑
i∈N

c(Ai ∩ S) ≥ s for any score s. Given an integer H and a set of integers

X = {x1, x2, . . . , xn}, the SUBSET SUM problem is to decide if there exists a subset

X ′ ⊆ X such that
∑

x∈X′ x = H. This is known to be NP-hard [48]. Without loss of

generality, we can assume that X is sorted in non-decreasing order.

Construct a PB instance as follows: set b = s = H. For each integer xi, create a project

pi costing xi. Create a single voter who ranks all these n projects in the first place.

We claim that SUBSET SUM is equivalent to our problem. Let us prove the correctness.

The scheme CT approves all the projects and hence is equivalent to SUBSET SUM by its

definition.

(b) We reduce VERTEX COVER (Definition 5.2) to our problem of deciding if there exists

S ∈ F such that
∑
i∈N

1(|Ai ∩ S| > 0) ≥ s for any score s. Given an undirected graph

G = (V,E) and an integer k, the VERTEX COVER problem is to decide if there exists a

V ′ ⊆ V such that |V ′| ≤ k and E = {(v1, v2) : (v1 ∈ V ′)∨ (v2 ∈ V ′)}. The VERTEX COVER

problem is known to be NP-hard [48]. We can assume without loss of generality that

k > 2 (for constant values of k, VERTEX COVER becomes tractable).
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Construct a PB instance as follows: set b = k(α(m) + 1). For each vertex v, add a

project pv with cost α(m) + 1. Add m− 2 dummy projects d1, . . . , dm−2 such that c(di) =

α(i + 1) + 1. For each edge ei = (v1i , v
2
i ), add a voter i with preference {pv1i , pv2i } ≻i

d1 ≻i . . . ≻i dm−2 ≻i others. Set s = |E|. We claim that VERTEX COVER is equivalent to

our problem. Let us prove the correctness. Suppose the given instance (G, k) is a YES

instance of VERTEX COVER. Let V ′ ⊆ V cover entire E such that |V ′| ≤ k. Consider the

feasible subset of projects S = {pv : v ∈ V ′}. Since V ′ is a vertex cover, for any voter i,

|Ai ∩ S| > 0. Therefore,
∑

i∈N f
(
Ai ∩ S

)
= |E| making it a YES instance. Now, let us

assume that (G, k) is a NO instance. Any feasible subset of projects gives a total score

less than |E|, making it a NO instance.

This completes the proof. 2

Corollary 5.2. If f(S) = |S|, then ⟨CT, f⟩ can be decided in polynomial time.

Similar to Corollary 5.1, the aforementioned corollary is also an immediate consequence

of Proposition 5.1.

Theorem 5.3. If f(S) = c(S), then ⟨CT, f⟩ can be decided in the time polynomial in α(1).

Proof: Let A = (Ai)i∈N be the approval-vote profile obtained from the incomplete weakly

ordinal preference profile P using Algorithm 5.2. We present a dynamic programming based

algorithm. Let us define score of a project p as score(p) = |{i ∈ N : p ∈ Ai}| ∗ c(p). Construct

a table T with m rows and mnα(1) columns. The entry T (i, j) corresponds to the cost of

cheapest subset of {p1, . . . , pi} for which the total score of projects is exactly j. We fill the first

row as follows:

T (1, j) =

c(p1) j = score(p1)

0 otherwise
∀j ∈ [mnα(1)].

Now the remaining rows can be filled recursively as follows:

T (i, j) = min
{
T
(
i− 1, j

)
, T
(
i− 1, j − score(pi)

)
+ c(pi)

}
(5.1)

The maximum score possible is max{j ∈ [mnα(1)] : T (m, j) ≤ b}.

Running time. Note that computing each entry of T takes constant time and there are

m2nα(1) entries. The running time is O(m2nα(1)). Correctness follows from the definition

of T . 2
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The next theorem follows trivially since the translation scheme approves all and only those

projects whose cost is at most α(1) = α(m) = Q. Hence, any such project, when it exists will

be an optimal solution.

Theorem 5.4. If f(S) = 1(|S| > 0), then ⟨CT, f⟩ can be decided in polynomial time if α(1) =
α(m).

5.3.2 The PB-CC Rule

In this section, we generalize the Chamberlin-Courant (CC) rule defined for multi-winner

voting under strictly ordinal preferences to our model of PB under weakly ordinal preferences.

As explained previously, multi-winner voting is a special case of indivisible PB in which there

are no costs involved and exactly k projects are chosen. Clearly, the utilities in this model are

determined from the ranks alone. In their groundbreaking work, Chamberlin and Courant

introduced one of the most popular multi-winner voting rules, called CC-rule [29].

We generalize the CC-rule to our model where the preferences could be weak, the projects

are allowed to have different costs, and a budget constraint is enforced on the outcome. The

utility function of our rule however is same as that of standard CC-rule: every voter derives a

utility equal to m−r from a subset of projects, where r is the rank of the voter’s most favorite

project in the subset. This is illustrated in the below example.

Example 5.5. Suppose the preference of a voter is {p1, p3} ≻ {p2, p4} ≻ p5. The utility of this
voter from a set S = {p2, p5} is 2 since p2 is the most preferred project of the voter in S and the
rank of p2 is 3.

Definition 5.3. Given a PB instance ⟨N,P, c, b,P⟩, the PB-CC rule selects every feasible subset
S ∈ F which maximizes the value

∑
i∈N

(m−min
p∈S

ri(p)).

The following result is a consequence of the fact that deciding CC-rule is W[2]-hard even

for multi-winner voting under strictly ordinal preferences [17], which is a special case of our

model where every project costs 1 and the total budget b = k.

Proposition 5.2. Deciding PB-CC rule is W[2]-hard with respect to the budget b.

5.3.3 Axiomatic Justification

Here, we further justify the PB rules proposed in Sections 5.3.1 and 5.3.2 using an axiomatic

analysis. We prove that by extending the existing rules in the literature, we do not compro-

mise much on their properties and that, in fact, our rules additionally satisfy a few other
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interesting properties. As a part of this exercise, we generalize the axioms defined for di-

chotomous preferences as well as strictly ordinal preferences, both of which are special cases

of weakly ordinal preferences. We also introduce a novel axiom, pro-affordability, explicitly

for PB under weakly ordinal preferences. The key observations from the axiomatic results are

explained in detail in Table 5.1 and Section 5.5.

Throughout the section, for any given PB rule R and an instance I, we use Φ(R, I) to

denote the set of all projects included in the output of R. Formally, Φ(R, I) = {p ∈ P :

∃S ∈ R(I) , p ∈ S}. We say a project p wins if and only if p ∈ Φ(R, I). We use score(p)

to denote the number of voters such that p is included in Ai by the translation scheme in

dichotomous translation rules. We use yi(S) to denote min
p∈S

ri(p). We defer the axiomatic

analysis of dichotomous translation rules with cost-worthy translation scheme to Appendix

B.1. It must be noted that almost all the axioms are satisfied for this family of rules, but the

proofs are deferred to the appendix due to their simplicity.

5.3.3.1 Generalization of Axioms in the Literature on Dichotomous Preferences

Talmon and Faliszewski [85] identify compelling axioms for PB under dichotomous prefer-

ences. In Section 3.5, we extended these axioms to the case where PB rules under dichoto-

mous preferences are irresolute. Now, we further extend these axioms to allow weakly ordinal

preferences.

The first axiom, splitting monotonicity, asserts that, if a winning project is replaced by a

set of multiple new projects that together cost the same, then at least one of the new projects

continues to win. In other words, take any winning project x ∈ Φ(R, I). Split x into a set

X of smaller projects such that c(x) = c(X). In every preference ⪰i with x ∈ Ei
j, replace x

in Ei
j with all the projects of X. Let the new resultant instance be I′. Splitting monotonicity

requires that at least one project from X must belong to Φ(R, I′).

Definition 5.4 (Splitting Monotonicity). A PB rule R satisfies splitting monotonicity if for any
instance I and x ∈ Φ(R, I), we have X ∩Φ(R, I′) ̸= ∅ whenever I′ is obtained from I by splitting
x into a set X of new projects such that c(x) = c(X) and replacing x by X in every ⪰i in P.

Theorem 5.5. All the following rules satisfy splitting monotonicity:

(a) A dichotomous translation rule ⟨MT, f⟩ such that f(S) is any of the following: (i) |S| (ii)
c(S) or (iii) 1(|S| > 0).

(b) The PB-CC rule
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Proof: For an instance I and PB rule R, let x be a project in Φ(R, I) and let Sx be a set such

that Sx ∈ R(I) and x ∈ Sx. Let X be a new set of projects such that c(X) = c(x). Let I′ be an

instance obtained by replacing x with X in every ranking ⪰i∈ P. Let S ′ = (Sx \ {x}) ∪X. It

is enough to prove that S ′ ∈ R(I′).

(a) First, we prove that for the dichotomous translation rule ⟨MT, f⟩, for any x1 ∈ X, if

x ∈ Ai in I, then x1 ∈ Ai in I′. This follows since the point where adding of projects

to Ai stops remains the same in both the instances. Since c(x1) < c(x) and x ∈ Ai in I,

x1 ∈ Ai in I′.

To prove (i) and (ii), suppose f(S) is |S| or c(S). For any x1 ∈ X, we know from the

above that score(x) = score(x1). This implies, if f(S) = |S|, total utility of S ′ in I′ is

exactly |X|−1 times the total utility of Sx in I. If f(S) = c(S), for any x1 ∈ X, we know

from the above that score(x1) = (c(x1) / c(x))score(x). Therefore, total utility of S ′ in I′

is the same as the total utility of Sx in I.

To prove (iii), suppose f(S) = 1(|S| > 0). From the above, the number of voters who

have some project of Sx in Ai is the same as those who have some project of S ′ before

it. In all the above scenarios, since Sx ∈ ⟨MT, f⟩(I), S ′ ∩ ⟨MT, f⟩(I′) ̸= ∅.

(b) Finally, let R be the PB-CC rule. For any voter i, yi(Sx) in I is the same as yi(S
′) in I′.

Therefore, total utility of Sx in I is the same as total utility of S ′ in I′. Since Sx ∈ R(I),

S ′ ∩ R(I′) ̸= ∅.

This completes the proof. 2

The next axiom, discount monotonicity, asserts that a winning project continues to win if

it becomes less expensive. The condition of insisting c(x) ≥ 2 is to ensure that it is possible

for the cost of x to decrease.

Definition 5.5 (Discount Monotonicity). A PB rule R satisfies discount monotonicity if for any
instance I and x ∈ Φ(R, I) such that c(x) ≥ 2, we have x ∈ Φ(R, I′) whenever I′ is obtained
from I by reducing the cost of x by 1.

Theorem 5.6. The PB-CC rule satisfies discount monotonicity.

Proof: For an instance I, let x be a project in Φ(R, I) such that c(x) ≥ 2, where R is the

PB-CC rule. Let Sx be a set such that Sx ∈ R(I) and x ∈ Sx. Let I′ be an instance obtained

from I by reducing c(x) by 1. It is enough to prove that Sx ∈ R(I′). For any set S and voter

i, we know that yi(S) is the rank of the best ranked project of S in ⪰i. Consider an arbitrary
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voter i. If some project of Sx is ranked before x in ⪰i, yi(Sx) is the same in I and I′. If x is

the best ranked project of Sx in ⪰i in I, then yi(Sx) remains the same in I′ since c(x) in I′ is at

least 1. Therefore, total utility of Sx in I′ is same as that in I. For any arbitrary voter i and a

set S without x in it, yi(S) remains the same in I′. Hence, the total utility of any set without

x remains the same in I′. Therefore, any set in R(I) with x in it continues to be in R(I′) and

hence x ∈ Φ(R, I′). 2

Theorem 5.7. No dichotomous translation rule ⟨MT, f⟩ such that f(S) is (i) |S|, (ii) c(S), or
(iii) 1(|S| > 0) satisfies discount monotonicity.

Proof: Let R be the rule ⟨MT, f⟩. For (i) and (ii), consider an instance I with budget

b > 3, projects P = {p1, p2, p3, p4, p5} costing {2, b − 1, 2, 1, b} respectively, and four voters

with preferences p1 ≻1 p2 ≻1 others, p2 ≻2 p3 ≻2 others, p4 ≻3 p5 ≻3 others, and p4 ≻4 p5 ≻4

others respectively. Now, R(I) = {{p1, p4}, {p2, p4}} and p1 ∈ Φ(R, I). If c(p1) is reduced by 1,

R(I′) = {{p2, p4}} and p1 /∈ Φ(R, I′).

For (iii), consider an instance I with budget b > 3, projects P = {p1, p2} each costing b,

and two voters with preferences p1 ≻1 p2 and p2 ≻2 p1 respectively. Then, R(I) = {{p1}, {p2}}
and p1 ∈ Φ(R, I). However, if c(p1) is reduced by 1, R(I′) = {{p2}} and p1 /∈ Φ(R, I′). 2

The next axiom, limit monotonicity, requires that a winning project will continue to win

if the budget is increased.

Definition 5.6 (Limit Monotonicity). A PB rule R satisfies limit monotonicity if for any instance
I with no project costing exactly b + 1, we have x ∈ Φ(R, I′) whenever x ∈ Φ(R, I) and I′ is
obtained from I by increasing the budget by 1.

Theorem 5.8. The following rules do not satisfy limit monotonicity:

(a) A dichotomous translation rule ⟨MT, f⟩ such that f(S) is any of the following: (i) |S| (ii)
c(S), or (iii) 1(|S| > 0)

(b) The PB-CC rule

Proof:

(a) For (i), consider an instance I with budget b > 3, projects {p1, p2, p3, p4, p5} respectively

costing {2, b − 1, 3, 1, b}, and four voters with rankings: p1 ≻ p2 ≻ . . . ≻ p5, p2 ≻
p3 ≻ p1 ≻ p4 ≻ p5, p4 ≻ p5 ≻ p3 ≻ p1 ≻ p2, and p4 ≻ p5 ≻ p3 ≻ p2 ≻ p1. Then,

⟨MT, f⟩(I) = {{p1, p4}, {p2, p4}}. Now if the budget is increased by 1 to get I′, we have,
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⟨MT, f⟩(I′) = {{p2, p4}}. Hence, p1 /∈ Φ(⟨MT, f⟩, I′). The same example also works for

(iii).

For (ii), consider an instance I with budget b > 4, projects {p1, p2, p3, p4} respectively

costing {2, b − 1, 2, b}, and three voters with rankings: p1 ≻ p2 ≻ p3 ≻ p4, p3 ≻ p4 ≻
p1 ≻ p2, and p3 ≻ p4 ≻ p2 ≻ p1. Then, ⟨MT, f⟩(I) = {{p1, p3}}. Now if the budget

is increased by 1 to get I′, since b + 3 > 7, we have, ⟨MT, f⟩(I′) = {{p2, p3}}. Hence,

p1 /∈ Φ(⟨MT, f⟩, I′).

(b) Let R be the PB-CC rule. Construct an instance with budget b = 1, projects P =

{p1, p2, p3} costing 1 each, and two voters with preferences p1 ≻ p2 ≻ p3 and p3 ≻ p2 ≻
p1 respectively. Note that no project in P costs b + 1. Clearly no non-singleton set is

feasible and utility of every singleton set is 2. Therefore, R(I) = {{p1}, {p2}, {p3}}.
Now, construct an instance I′ by increasing b to 2. Now though {p2} is feasible, it has

a utility of 2 whereas the feasible set {p1, p3} has an optimal utility of 4. Therefore,

R(I′) = {{p1, p3}} and p2 /∈ Φ(R, I′).

This completes the proof. 2

Next, we study inclusion maximality [85], which implies that whenever some budget is

remaining, voters would wish to use it.

Definition 5.7 (Inclusion Maximality). A PB rule R satisfies inclusion maximality if for any
instance I and S, S ′ ∈ F such that S ⊂ S ′ and S ∈ R(I), we have S ′ ∈ R(I).

Proposition 5.3. All the following rules satisfy inclusion maximality:

(a) Any dichotomous translation rule ⟨MT, f⟩ such that f(S) is any of the following: (i) |S|,
(ii) c(S), or (iii) 1(|S| > 0)

(b) The PB-CC rule

Proof:

(a) It may be observed that, for all the three utility notions studied, utility from a set S

is at least as much as the utility from any subset of S. Such functions are said to be

subset monotone functions. For any subset monotone functions, inclusion maximality

is satisfied by default since adding additional projects may only increase the utility.

(b) The function yi(S) is subset-monotone in S. This is because, yi(S) ≤ yi(S
′) for any

S ′ ⊆ S. Since the goal is to minimize
∑

i yi(S), inclusion-maximality follows.

This completes the proof. 2
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5.3.3.2 Generalization of Axioms in the Literature on Strictly Ordinal Preferences

We extend the axioms defined for strictly ordinal preferences [36] to allow for weakly ordinal

preferences. The first axiom, candidate monotonicity, asserts that if a winning project is

exchanged with a project ranked in the equivalence class just before it, it continues to win.

Definition 5.8 (Candidate Monotonicity). A PB rule R satisfies candidate monotonicity if for
any instance I and a project x ∈ Φ(R, I), we have x ∈ Φ(R, I′) whenever I′ is obtained from I by
exchanging x ∈ Ei

j with a project x′ ∈ Ei
j−1 in some preference ⪰i.

Theorem 5.9. All the following rules satisfy candidate monotonicity:

(a) A dichotomous translation rule ⟨MT, f⟩ such that f(S) is any of the following: (i) |S|, (ii)
c(S), or (iii) 1(|S| > 0)

(b) The PB-CC rule

Proof: For any instance I and a PB rule R, let x be a project such that x ∈ Φ(R, I). Consider

any ⪰i∈ P. Let x ∈ Ei
j and x′ be any project whose rank in Ei

j−1. Construct I′ by exchanging

x and x′ in ⪰i.

(a) For (i) and (ii), it can be observed that in I′, score(x) will increase or remain the same,

whereas, score(x′) will remain the same or decrease. This is because, depending on c(x)

and c(x′), the point where we stop adding projects to Ai will either stay the same in I′

or change from Ei
j to Ei

j−1 or from Ei
j−1 to Ei

j. Now, consider any other project p whose

score in I′ is greater than that in I. This is possible only when p is ranked after x in the

new instance. So, the increase in the score of p cannot be greater than the increase in

the score of x. Since x ∈ Φ(R, I), there exists Sx ∈ R(I) such that x ∈ Sx. By definition,

the utility of any set is the sum of scores of all projects in that set. Hence, some set

containing x will continue to win. Therefore, x ∈ Φ(R, I′).

For (iii), the utility of a set S is the number of voters who have some project of S ∈ Ai.
Utility of any Sx ∈ R(I) increases by 1 in I′ (when x is the only project in Sx in Ai) or

remains the same, otherwise. Similarly, the utility of any set without x stays the same

or decreases I′. Therefore, x ∈ Φ(R, I′).

(b) The total utility of set S can change only because of yi(S) since preferences of all the

other voters are unperturbed. Consider any set S. Let x ∈ S and x′ /∈ S. Then, yi(S)

decreases from I to I′ or remains the same. Hence, utility of S in I′ is at least that in

I. Now, suppose x /∈ S and x′ ∈ S. Then, yi(S) decreases from I to I′ or remains the
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same. Hence, utility of S in I′ is at most that in I. If both x and x′ are present or absent

together in S, yi(S) and the total utility of S are always the same in both I and I′.

Therefore, utility of any set with x in I′ will be at least that in I and utility of remaining

sets will remain the same or decrease. Since x ∈ Φ(R, I), some set with x continues to

win and x ∈ Φ(R, I′).

This completes the proof. 2

The next axiom, non-crossing monotonicity, asserts that if some project in a selected set

S is exchanged with a project in the equivalence class just before it without disturbing any

other project in S, the set S continues to win.

Definition 5.9 (Non-crossing Monotonicity). A PB rule R satisfies non-crossing monotonicity
if for any instance I, a set S ∈ R(I), and a project x ∈ S, we have S ∈ R(I′) whenever I′ is
obtained from I by exchanging x ∈ Ei

j with a project x′ ∈ Ei
j−1 in some preference ⪰i such that

x′ /∈ S.

Theorem 5.10. A dichotomous translation rule ⟨MT, f⟩ such that f(S) is (i) |S| or (ii) c(S)

satisfies non-crossing monotonicity.

Proof: Let R denote the rule ⟨MT, f⟩. Let Sx be a set such that Sx ∈ R(I) and x ∈ Sx.

Let ⪰i∈ P be a preference such that x ∈ Ei
j for some j and Sx \ Ei

j−1 ̸= ∅. Construct I′ by

exchanging x and x′ in ⪰i. For the sake of contradiction, assume Sx /∈ R(I′). Let f(S) be |S|
or c(S).

The proof is an extension to the proof of Theorem 5.9 and we use the fact that for the

said rules, the utility of a set can be expressed as the sum of scores of projects in the set. We

give an outline of the argument. From Theorem 5.9, we know that the utility of Sx increases

or stays the same. We also know that there exists S ∈ R(I′) such that x ∈ S. This is possible

only if score(x) increases since Sx /∈ R(I′). But if score(x) increases, since x′ /∈ Sx, utility of

Sx also increases. This implies Sx ∈ R(I′). 2

Theorem 5.11. The following rules do not satisfy non-crossing monotonicity:

(a) The dichotomous translation rule ⟨MT, f⟩ with f(S) = 1(|S| > 0)

(b) The PB-CC rule

Proof:

91



(a) Consider an instance I with budget b (> 2), a set of projects P = {p1, p2, p3, p4, p5, p6}
costing 1, b − 1, b − 1, b, 1, and b respectively, and three voters whose preferences are:

p1 ≻1 p2 ≻1 p3 ≻1 others, p3 ≻2 p6 ≻2 others, and p5 ≻3 p4 ≻3 others respectively.

Clearly, R(I) = {{p1, p3}, {p2, p5}, {p3, p5}, {p1, p5}}. Now let S = {p1, p3}. See that

p2 /∈ S. Exchange p2 and p3 in ⪰1 to obtain a new instance I′. In I′, {p3, p5} has a strictly

higher utility than S and hence S /∈ R(I′).

(b) The proof for PB-CC follows from the proof for CC rule by Elkind et al. [36]. Their

CC rule is a special case of our PB-CC, where the budget is k and all the projects cost 1

each. The authors prove that the CC rule does not satisfy non-crossing monotonicity.

This completes the proof. 2

5.3.3.3 Axioms in the Literature on Generic Preferences

We examine the axioms in the literature applicable for any voting model [25, 56, 80]. The

first two axioms we study ensure an impartial treatment of all the voters and projects by

enforcing that the outcome should not depend on the indexing of voters or projects. Let ΣS

be the set of all permutations on a set S.

Definition 5.10 (Anonymity). A PB rule R is said to be anonymous if for any instance I and
σ ∈ ΣN , we have R(I) = R(I′) whenever I′ is obtained from I by replacing ≻i with ≻σ(i) for
every i ∈ N .

Definition 5.11 (Neutrality). A PB rule R is said to be neutral if for any instance I and σ ∈ ΣP ,
we have R(I) = R(I′) whenever I′ is obtained from I by replacing c(j) with c(σ(j)) and ⪰i(j)

with ⪰i(σ(j)) in every ≻i for every j ∈ [m].

Theorem 5.12. Following rules satisfy both anonymity and neutrality:

1. Any dichotomous translation rule ⟨MT, f⟩ such that f(S) is |S|, c(S), or 1(|S| > 0)

2. The PB-CC rule

Anonymity follows since all the rules are utilitarian and permuting the voters does not

affect the summation. Neutrality follows since all rules depend only on the cost of projects

and their ranks in preferences. The next popularly studied axiom, consistency, requires that

for a voting rule, if two disjoint groups of voters N1 and N2 both choose an outcome a, a

continues to be chosen if the groups participate together in an election, i.e., for N1 ∪N2.
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Definition 5.12 (Consistency). A PB rule R is said to be consistent if for any two ordinal PB
instances I1 = ⟨N1, P, c, b,P1⟩ and I2 = ⟨N2, P, c, b,P2⟩ such that N1 ∩N2 = ∅, we have,

R(I1) ∩R(I2) ⊆ R(⟨N1 ∪N2, P, c, b,P1 ∪ P2⟩).

Theorem 5.13. All the following rules satisfy consistency:

(a) A dichotomous translation rule ⟨MT, f⟩ such that f(S) is any of the following: (i) |S|, (ii)
c(S), or (iii) 1(|S| > 0)

(b) The PB-CC rule

Proof: Consider any I1 and I2 as given in Definition 5.12. Take any dichotomous translation

rule ⟨MT, f⟩, a set S ∈ ⟨MT, f⟩(I1)∩ ⟨MT, f⟩(I2), and the instance I′ = ⟨N1 ∪N2, P, c, b,P1 ∪
P2⟩. Since S ∈ ⟨MT, f⟩(I1),

∑
i∈N1

f
(
Ai ∩ S

)
≥
∑

i∈N1
f
(
Ai ∩ S ′) for any S ′ ⊆ P . Likewise,∑

i∈N2
f
(
Ai ∩ S

)
≥
∑

i∈N2
f
(
Ai ∩ S ′). By including both these inequalities, we get S ∈

⟨MT, f⟩(I′).
The proof for part (b) follows the same idea. 2

5.3.3.4 Pro-Affordability

We propose an axiom called pro-affordability explicitly for indivisible PB under weakly ordi-

nal preferences, to assert that we always prefer a project that is less expensive and ranked

higher by everyone.

Definition 5.13 (Pro-affordability). A PB rule R satisfies pro-affordability if for any instance
I, x ∈ Φ(R, I), and x′ ∈ P such that c(x′) < c(x) and x′ ⪰i x for every voter i, we have
x′ ∈ Φ(R, I).

Theorem 5.14. All the following rules satisfy pro-affordability:

(a) A dichotomous translation rule ⟨MT, f⟩ such that f(S) is any of the following: (i) |S| or
(ii) 1(|S| > 0)

(b) The PB-CC rule

Proof: For any rule R, an instance I, and a project x ∈ Φ(R, I), let x′ be a project such that

c(x′) < c(x) and x′ ⪰i x for every voter i. Let Sx be a set such that Sx ∈ R(I) and x ∈ Sx. Let

S ′ = (Sx \ {x}) ∪ {x′}. Note that S ′ ∈ F since Sx ∈ F and c(x′) < c(x). It is enough to prove

that S ′ ∈ R(I).
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(a) Let us prove for (i). For any arbitrary voter i, if x ∈ Ai, then x′ ∈ Ai since x′ ⪰i x. Utility

of the set S ′ is at least that of Sx since score(x′) ≥ score(x). Therefore, S ′ ∈ ⟨MT, f⟩(I).
Now, we prove for (ii). For any arbitrary voter i, if Sx ∩ Ai ̸= ∅, then S ′ ∩ Ai ̸= ∅ since

x′ ⪰i x. Thus, the utility of S ′ is at least as much as that of Sx and S ′ ∈ ⟨MT, f⟩(I).

(b) Let R be the PB-CC rule. Take any arbitrary voter i. If ri(x
′) < yi(Sx) ≤ ri(x), then

yi(S
′) < yi(Sx). Else, yi(S ′) = yi(Sx). Hence, utility of S ′ is at least that of Sx. Since

Sx ∈ R(I), S ′ ∈ R(I).

This completes the proof. 2

Theorem 5.15. The dichotomous translation rule ⟨MT, f⟩ such that f(S) = c(S) does not
satisfy pro-affordability.

Proof: Suppose f(S) = c(S) and R is ⟨MT, f⟩. Consider an instance I with budget b > 2,

four projects {p1, p2, p3, p4} respectively costing {1, b− 1, 1, b}. Suppose there are three voters

such that one voter has a ranking p1 ≻ p2 ≻ p3 ≻ p4 and two voters have a ranking p3 ≻
p4 ≻ p1 ≻ p2. Clearly R(I) = {{p2, p3}} though p1 is preferred over p2 by all the voters and

c(p1) < c(p2). 2

5.3.3.5 Conclusions from the Axiomatic Analysis

As seen in Table 5.1, our proposed extensions preserve most properties satisfied by their cor-

responding parent rules. It is important to highlight that our dichotomous translation rules

⟨MT, f⟩, despite originating from a PB model with dichotomous preferences, outperform the

CC and PB-CC rules in relation to axioms based on models with strictly ordinal preferences.

Interestingly, the PB-CC rule, derived from the multi-winner voting model under strictly ordi-

nal preferences, surpasses the existing dichotomous PB rules in relation to the axioms based

on PB under dichotomous preferences. In other words, our orange-colored rules excel in rela-

tion to the blue-colored axioms, while our blue-colored rule performs exceptionally well with

respect to the orange-colored axioms (in fact, even outperforming rules of the same color).

This solidifies the significance of each extension: rankings play a vital role in the dichotomous

translation rules, and similarly, costs, budget, and indifferent preferences between projects

significantly influence the PB-CC rule. Notably, the PB-CC rule emerges as the most favorable

in terms of satisfying axioms among the four rules examined.

5.4 Fair Rules
Two fairness notions exist in the literature for indivisible PB under weakly ordinal prefer-

ences: Comparative Proportional Solid Coalitions (CPSC) and Inclusion Proportional Solid
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f(S) |S| c(S) 1(|S| > 0)
Property ↓ Rule → Rf ⟨MT, f⟩ Rf ⟨MT, f⟩ Rf ⟨MT, f⟩ CC PB-CC

Computational Complexity P P NP-hard NP-hard NP-hard NP-hard W[2]-hard W[2]-hard
Splitting Monotonicity ✓ ✓ ✓ ✓ ✓ ✓ ✓
Discount Monotonicity ✓ × × × ✓ × ✓

Limit Monotonicity × × × × × × ×
Inclusion Maximality ✓ ✓ ✓ ✓ ✓ ✓

N.A.

✓
Candidate Monotonicity ✓ ✓ ✓ ✓ ✓

Non-crossing Monotonicity
N.A.

✓
N.A.

✓
N.A. × × ×

Anonymity ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Neutrality ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Consistency ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Pro-affordability N.A. ✓ N.A. × N.A. ✓ N.A. ✓

Table 5.1: Axiomatic properties of welfare-maximizing PB rules. Orange color is used to
mark the axioms and rules that are the extensions of those existing in the literature on di-
chotomous preferences. In particular, Rf denotes the PB rule under dichotomous preferences
[85], whereas ⟨MT, f⟩ denotes our rule which extends Rf to allow for weakly ordinal pref-
erences (Sec. 5.3.1.1). Blue color is used to mark the axioms and rules that extend the
ones existing in the literature on strictly ordinal preferences. In particular, CC denotes the
multi-winner voting rule under strictly ordinal preferences [29, 36] and the PB-CC rule is our
extension of the CC rule which allows the projects to have costs and the preferences to be
weakly ordinal (Sec. 5.3.2). Orange-colored axioms are not applicable to the CC rule since
the latter does not consider costs or budget. Blue-colored axioms are not applicable to the
Rf rules since a Rf does not permit any ranking of projects. All axioms are applicable to our
⟨MT, f⟩ and PB-CC rules, since weakly ordinal preferences capture dichotomous and strictly
ordinal preferences as special cases.

Coalitions (IPSC) introduced by Aziz and Lee [4].

5.4.1 CPSC and IPSC

We briefly introduce the fairness notions of CPSC and IPSC, and discuss their drawbacks. We

start by defining some necessary terminology to understand the definitions of CPSC and IPSC.

Definition 5.14 (Generalized Solid Coalition [33]). Given a PB instance ⟨N,P, c, b,P⟩, we
say that a subset of voters N ′ solidly supports a set P ′ ⊆ P if for any i ∈ N ′ and p′ ∈ P ′, it
holds that p′ ⪰i p for every p ∈ P \ P ′. Such a pair (N ′, P ′) is said to be a generalized solid
coalition.

In other words, a set of projects P ′ is solidly supported by a set of voters N ′ if every voter

in N ′ prefers any project in P ′ at least as much she prefers a project outside P ′. We now

define a periphery, which is the collection all projects ranked equal to some project in P ′ by

some voter in N ′. An example is illustrated in Figure 5.2.
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Figure 5.2: An example to illustrate Definition 5.15.

Definition 5.15 (Periphery [4]). Given a PB instance ⟨N,P, c, b,P⟩, periphery of a generalized
solid coalition (N ′, P ′) is the set of all projects ranked equal to some project in P ′ by some voter
in V ′. In other words, periphery of (N ′, P ′), denoted by per(N ′, P ′), is defined as {p : ∃i ∈
N ′, p′ ∈ P ′s.t. p ⪰i p′}.

We are now ready to define the CPSC and IPSC notions. Intuitively, both the notions

require that c(S ∩ per(N ′, P ′)) must be at least b|N ′|
n

. CPSC notion requires that, at the very

least, if c(S ∩ per(N ′, P ′)) < b|N ′|
n

, there is no subset P ′′ ⊆ P ′ such that c(S ∩ per(N ′, P ′)) <

c(P ′′) ≤ b|N ′|
n

.

Definition 5.16 (Comparative Proportional Solid Coalition (CPSC) [4]). Given an instance
I, a set of projects S is said to satisfy CPSC if for every generalized solid coalition (N ′, P ′) and
every set P ′′ ⊆ P ′ such that c(P ′′) ≤ b|N ′|

n
, it holds that c(S ∩ per(N ′, P ′)) ≥ c(P ′′).

IPSC notion requires that, at the very least, if c(S ∩ per(N ′, P ′)) < b|N ′|
n

, there is no project

p∗ ∈ P ′ \ S such that c(p∗ ∪ (S ∩ per(N ′, P ′))) ≤ b|N ′|
n

.

Definition 5.17 (Inclusive Proportional Solid Coalition (IPSC) [4]). Given an instance I,
a set of projects S is said satisfy IPSC if for every generalized solid coalition (N ′, P ′) and every
project p∗ ∈ P ′ \ S, it holds that c(p∗ ∪ (S ∩ per(N ′, P ′))) > b|N ′|

n
.

Notably, several rules in the literature, such as the Method of Equal Shares by Pierczyński

et al. [69] and the Expanding Approval Rules by Aziz and Lee [4] satisfy CPSC and/or IPSC.

5.4.1.1 Limitations of CPSC and IPSC

A drawback of both these notions is that both of them assume the preferences to be com-

plete. Moreover, CPSC is not always guaranteed to exist [4]. Another drawback is that, these

notions look at coalitions of voters, not paying enough attention to individual fairness. Thus,

many a time, CPSC and IPSC can unreasonably upset almost all the voters as illustrated in

the below example.

Example 5.6. Let b = 100 and n = 10. Figure 1.6 below demonstrates the preferences of the
voters. Let p1 be the project whose cost is 10, and p2 be the be the library project costing 91. Let
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Figure 1.6: Preferences of voters in Example 5.6 (figure repeated from page 11).

all the other projects also cost 91 each. It is easy to note that (1, p1), i.e., the first voter and the
project costing 10, form a generalized solid coalition whose periphery is {p1}. Any set S that
satisfies CPSC or IPSC must have p1 (otherwise, Definition 5.16 does not hold for P ′′ = {p1}
and Definition 5.17 does not hold for p∗ = p1). Thus, {p1} is the only feasible set that satisfies
CPSC or IPSC. However, p1 is the least preferred project for 90% of the voters. Moreover, 90% of
the budget remains unused. Whereas, the outcome {p2} could be much more reasonable since it
is the most preferred project for 90% of the voters and the second best project for the remaining
10% of them. It also makes use of 91% of the budget.

From the above, we observe that CPSC and IPSC notions suffer from the drawback of en-

coding fairness as a hard constraint, which in turn may lead to sub-optimal choices. However,

fairness is often not a hard constraint. For instance, in Example 5.6, selecting p2 is not really

unfair to the group of 10 similar voters. This is because, when the number of projects is high,

it is safe to assume that the second ranked project is also satisfactory to the voters. This idea

motivates the formulation of rules that optimize fairness.

Our family of fair rules operate on two parameters: k and θ. The core idea of our fairness is

to ensure that, on an average, at least an amount of θ is collectively allocated to the projects

ranked at most k by any voter. We introduce a class of rules, called Average Rank-Share

Guarantee (ARSG) rules, that encapsulates this idea. It is worth mentioning that such share-

based fairness notions are well studied in PB under flexible costs due to their wide relevance

and flexibility (e.g., [83]). Here, we study such fairness for PB under restricted costs.

5.4.2 Average Rank-Share Guarantee Rules

We introduce the class of ARSG rules which offers the PB organizer a high degree of freedom

to define fairness. The idea, as explained above, is to ensure that on an average, for each

voter, at least a share of θ is allocated to the projects ranked at most k in her preference.

Before defining the rules formally, we explain a notation needed to understand the rules.

Given a value θ ∈ {1, 2, . . . , b} (called share) and a set S ⊆ A, let us define ti(θ, S) as the

smallest rank k such that an amount θ is allocated to projects in S ranked at most k by the
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voter i:

ti(θ, S) =


min

{
j : c

(
S ∩

⋃
q≤j
⪰i(q)

)
≥ θ
}

if c(S) ≥ θ

m+ 1 otherwise

The higher ti(θ, S) is, the farther is the rank before which at least the share of θ is allocated

for the voter i. This is further illustrated below with an example.

Example 5.7. Let b = 12 and A = {p1, p2, p3, p4, p5} with costs 4, 2, 5, 3, and 2 respectively.
Let us suppose θ = 7. Suppose there are two voters whose preferences are as below. A set

p1 ≻1 {p2, p4} ≻1 p3
4 2, 3 5

{p3, p4} ≻2 p1 ≻2 p5
5, 3 4 2

S = {p1, p3, p4} is represented by orange color. Then for voter 1, the rank before which the share
of θ is guaranteed is t1(7, S) = 2 since c(p1) + c(p4) ≥ 7 and the rank of p4 is 2. Ranks before
which the shares are allocated are marked for both the voters: t1(7, S) = 2 and t2(7, S) = 1.

We are now ready to define two families of ARSG rules: Average Rank Guarantee (ARG)

rules and Share Guarantee (SG) rules.

5.4.2.1 Average Rank Guarantee Rules

An average rank guarantee (ARG) rule takes a parameter k (a rank) and selects an outcome

which, on average, maximizes the share guaranteed to be allocated to the projects ranked at

most k by each voter. The intuition behind the rule is that the PB organizer considers the top

k ranks to be satisfactory for a voter (e.g., if there are 100 projects, an outcome that allocates

high amount to the top 3 ranked projects may be safely assumed to be reasonably fair towards

the voter).

The rule is clearly explained with the pseudocode in Algorithm 5.3. Condition in the line

2 of Algorithm 5.3 calculates the optimal sum of ranks of all the voters before which a share

of θ is allocated and checks if it is at most kn. That is, the condition checks if it is possible, on

an average, to allocate a share of θ to the top k projects of all the voters. Lines 1 and 3 of the

code together find the maximum θ such that this condition in line 2 holds. Line 4 outputs all

the optimal subsets for such a θ. This is also illustrated in Example 5.8.

Example 5.8. Consider the Example 5.6. Let us consider the average rank guarantee (ARG)
rule with the rank parameter given by k = 2. That is, the rule considers the top two ranks to be
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Algorithm 5.3: ARG rule
Input: An ordinal PB instance ⟨N,P, c, b,P⟩, a rank k ∈ {1, 2, . . . ,m}
Output: A feasible subset of projects S

1 for θ = L to 1 do
2 if min

S∈F

∑
i∈N

ti(θ, S) ≤ kn then

3 break;

4 X ← {S∗ : S∗ ∈ argmin
S∈F

∑
i∈N

ti(θ, S)};

5 return X

satisfactory ranks and tries to maximize the share guaranteed within the top two ranks to all the
voters.

We start with θ = b = 100, as given on line 1 of Algorithm 5.3. If S = {p1}, ti(θ, S) = m+ 1

for every voter i, wherem is the number of projects. Assuming thatm > 2,
∑

i∈N ti(θ, {p1}) > 3n.
If S = {p2}, t1(θ, S) = 2 and ti(θ, S) = 1 for every other voter. Therefore,

∑
i∈N ti(θ, {p2}) < 2n.

Thus, the condition on the line 2 of Algorithm 5.3 is satisfied and we see that the for loop is
broken for θ = L itself. As seen above, the set S = {p2} is that set that minimizes

∑
i∈N ti(100, S)

and hence X = {{p2}} is the outcome of the ARG rule with rank parameter k = 2. Notably, it
can be checked that X continues to be the outcome for the ARG rule with any parameter k (When
k = 1, no θ satisfies condition on line 2 in Algorithm 5.3 and hence the loop ends with θ = 1.
Even then, {p2} continues to be the unique set that minimizes

∑
i∈N ti(1, S)).

5.4.2.2 Share Guarantee Rules

A share guarantee (SG) rule takes a parameter θ (called share) and selects an outcome which

minimizes the average rank before which the projects are guaranteed to be allocated an

amount of θ for every voter. The intuition behind it is that the PB organizer considers the

amount θ to be the share of budget required to make a voter happy and tries to minimize the

rank within which this share is allocated to each voter.

Clearly, given a share parameter θ, the optimal sum of ranks before which θ gets allocated

for every voter is given by min
S∈F

∑
i∈N

ti(θ, S). Also, the minimum average rank before which θ

is guaranteed to get allocated for every voter must be ⌈
min
S∈F

∑
i∈N

ti(θ,S)

n
⌉ and the corresponding

set S achieving this value must be included in the outcome. We formally define the SG rule

below and illustrate it in Example 5.9.

Definition 5.18. A share guarantee (SG) rule with a parameter θ ∈ {1, 2, . . . , b} selects every
feasible subset S ∈ F that minimizes

∑
i∈N ti(θ, S).
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Example 5.9. Consider the Example 5.6. For any share parameter θ ≥ 1, it can be observed
that t1(θ, {p2}) = 2 and ti(θ, {p2}) = 1 for every other voter i. Thus, the SG rule outputs {{p2}}.

Similarly, consider the Example 5.8. The set S has the optimum value of
∑

i∈N ti(7, S), equal
to 3 (Note that t1(7, S) > 1 for any set since c(p1) = 4).

5.4.2.3 Computational Complexity

We study the computational complexity of average rank-share guarantee rules. We start by

making a small yet important observation. The next theorem follows from this observation

and Proposition 5.2.

Observation 5.1. The SG rule with share parameter θ = 1 is equivalent to the PB-CC rule.

Lemma 5.1. Deciding the SG rule is W[2]-hard with respect to its share parameter θ.

Now, let us again look at Algorithm 5.3. SG rule needs to be solved at line 2 and 4 of

Algorithm 5.3. However, line 1 could further be optimized significantly. For example, we

could use binary search instead of linear search since the function
∑

i∈N ti(θ, S) is monotonic

in θ. Thus, executing the ARG rules requires executing at least one, and at most O(log b) SG

rules as subroutines. The next result follows from Lemma 5.1.

Lemma 5.2. Deciding the ARG rule is W[2]-hard with respect to its rank parameter k.

5.5 Conclusion and Discussion
We bridge the gap in the indivisible PB literature by studying weakly ordinal preferences (we

also allow the preferences to be incomplete). We propose PB rules that maximize utilitarian

welfare and those that achieve fairness.

Welfare maximization. For the welfare maximization, we extend the existing rules in the

literature. The rules maximizing utilitarian welfare are only defined in the literature for

some special cases of our model: PB under dichotomous preferences and multi-winner voting

under strictly ordinal preferences. We extend the former rules to allow for incomplete weakly

ordinal preferences (Section 5.3.1) and the latter to allow for weakly ordinal preferences, the

projects having costs, and imposition of a budget constraint (Section 5.3.2). We justify the

significance and novelty of our extensions using an axiomatic analysis by proving that our

extensions enhance the axiomatic properties.

As depicted in Table 5.1, our proposed extensions preserve the properties exhibited by

their respective parent rules. Moreover, it is worth highlighting that our dichotomous trans-

lation rules ⟨MT, f⟩ surpass the CC and PB-CC rules in terms of the axioms derived from
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models with strictly ordinal preferences, despite originating from a model with dichotomous

preferences. Conversely, the PB-CC rule, derived from the multi-winner voting model under

strictly ordinal preferences, outperforms the existing dichotomous PB rules in relation to the

axioms based on PB under dichotomous preferences. Essentially, our orange-colored rules ex-

hibit exceptional performance in relation to blue-colored axioms, and our blue-colored rule

excels with respect to orange-colored axioms (in fact, their performance even surpasses rules

of the same color). This underscores the significance of each extension: rankings play a

crucial role in the dichotomous translation rules, while costs, budget, and indifference pref-

erences between projects greatly influence the PB-CC rule. It is worth noting that among the

four rules studied, the PB-CC rule emerges as the most favorable axiomatically.

Fairness. Unlike welfare maximization, fairness for PB under weakly ordinal preferences is

already studied in the literature [4]. However, we identify some major drawbacks suffered

by the existing fairness notions (Section 5.4.1.1) and propose two families of rules that fill

this gap (Examples 5.8 and 5.9). Rank-share based fairness (guaranteeing a share of θ within

the first k ranks) is extensively studied in PB under totally flexible costs [1, 6, 9, 83]. Here,

we study rank-share based fairness for PB under restricted costs and these results are in fact,

the first to focus exclusively on guaranteeing fairness at individual level for each voter (much

like several fairness axioms in the fair division literature). Our perspective on fairness also

offers PB organizer the flexibility to choose the parameters k and θ.

Future work. This the first step to systematically study indivisible PB under weakly ordinal

preferences, which leaves a lot of room for future directions. Welfare maximization is studied

for more sophisticated models of PB with dichotomous preferences (projects grouped into

categories [53, 54] etc). Also, there are rules other than the CC rule (e.g., positional scoring

rules) for multi-winner voting under ordinal preferences that maximize utilitarian welfare.

An interesting direction would be to extend these rules to our model and check if the new

rules perform satisfactorily w.r.t. all the axioms. From the fairness point of view, since the

proposed ARSG rules are proved to be computationally intractable, it will be interesting to

find tractable special cases with structured preferences.

Throughout this chapter, we assumed that the cost of a project is restricted to only one

value. In the next chapter, we study the model where the cost of each project is totally flexible

and can take any value.
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Chapter 6

Flexible Costs: Characterization of
Group-Fair and Individual-Fair Rules
under Single-Peaked Preferences

We delve into the concept of fairness in participatory budgeting when project costs
are totally flexible. In this scenario, participatory budgeting can be seen as a random
social choice problem, where a voting rule outputs a probability distribution over the
set of projects indicating the fraction of budget allocated to each project. We assume
that the preferences of voters belong to a special domain of ordinal preferences, re-
ferred to as single-peaked domain in the literature. In the single-peaked domain,
construction and characterization of random social choice rules that satisfy proper-
ties such as unanimity and strategy-proofness have been extensively studied in prior
works.

Expanding on the current research, we include fairness considerations in the study
of random social choice. This chapter specifically addresses fairness among groups
of voters. We consider an existing partition of the voters into logical groups, based
on natural attributes such as race and location. To capture intra-group fairness, we
introduce the concept of group-wise anonymity. To ensure fairness across groups,
we propose two novel notions: weak group entitlement guarantee (weak-GEG) and
strong group entitlement guarantee (strong-GEG). We provide two separate charac-
terizations of random social choice rules that satisfy group-fairness: (i) direct char-
acterization (ii) extreme point characterization (expressed as probability mixtures of
rules that allocate probability 1 to a single project).
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6.1 Introduction
Participatory budgeting (PB) involves allocating an available budget to a set of projects by

aggregating the preferences of voters over the projects. Dichotomous preferences allow the

voters to report a set of projects they like. Alternatively, ordinal preferences allow a voter to

rank the projects according to the value she has for each of them. Ordinal preferences turn

out to be the most-liked preference elicitation method by the voters due to their expressibility

and cognitive simplicity [15].

In this chapter, we focus on ordinal preferences and the case where the project costs are

totally flexible. In other words, projects are not associated with fixed costs and a PB rule may

allocate any amount to each project (Section 2.1.1.1). For example, the projects could be to

award scholarships to different researchers or to fund different environment-friendly causes.

Any amount, however little or large, can be allocated to each of these causes. This model is

also referred to as bounded divisible PB, portioning, and fair mixing in the literature [5].

The outcome of a PB rule when the costs are totally flexible shall be a m-sized vector (re-

call that m is the number of projects), such that all entries in the vector sum up to the value of

available budget. The budget can be normalized to be 1. After such a normalization, the out-

come of a PB rule shall be a vector whose entries are fractions between 0 and 1, such that sum

of all the entries is 1. Clearly, such an output can be viewed as a probability distribution over

the set of projects. This makes our model equivalent to random social choice model, which is

a probabilistic version of deterministic social choice model. In deterministic social choice, pref-

erences of the voters are aggregated to output one of the available alternatives. Contrarily,

random social choice outputs a probability distribution over the available alternatives, and is

thus equivalent to our model where projects are considered to be the alternatives.

In the conventional social choice literature, there are two fundamental properties that are

considered essential and non-negotiable: unanimity and strategy-proofness. Unanimity en-

tails that if all voters rank a particular project as their top choice, that project must be selected

with a probability of 1. Failing to uphold this property can undermine the persuasiveness and

credibility of the rule. Alternately, strategy-proofness requires that no voter can manipulate

the outcome by misrepresenting their preferences to achieve a more favorable result. This

property is regarded as indispensable, especially in settings where strategic behavior is preva-

lent. Unfortunately, unanimity and strategy-proofness have been proven to be incompatible

in both deterministic and random social choice, unless the rules are dictatorships [49, 50, 76].

The incompatibility of unanimity and strategy-proofness prompted economists to identify

different structures on the ordinal preferences for which the two properties become com-
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patible. During this pursuit, seminal work by Black [18] introduced single-peaked domain.

Single-peakedness is an inherent structure on ordinal preferences that is often naturally ex-

hibited in scenarios where alternatives can be ordered based on their intrinsic characteristics,

such that every voter prefers an alternative closer to her top-ranked alternative over an alter-

native farther from it. For example, political parties can be ordered based on their ideology

[18], products based on their utility [11, 12], and public facilities based on their target au-

dience and locations [19]. Tideman [87] accessed numerous instances of real-life ordinal

preference ballots and found out that most of them were single-peaked.

Wide applicability of the single-peaked domain led to its extensive study in social choice

[12, 24, 44, 81]. In this domain, Moulin [63] established that all deterministic social choice

rules that are unanimous and strategy-proof can be classified as min-max rules, while those

that additionally satisfy anonymity are known as median rules. Building upon this foun-

dation, Ehlers et al. [35], Peters et al. [66], and Pycia and Ünver [71] provided char-

acterizations for all random social choice rules adhering to these properties. This chapter

views random social choice as participatory budgeting model, introduces novel fairness no-

tions based on this perspective, and characterizes all the fair rules that satisfy unanimity and

strategy-proofness.

Note: Throughout the chapter, for the sake of uniformity in the thesis, we present the ex-

isting results on deterministic and random social choice also in terms of participatory

budgeting. Particularly, we refer to the alternatives as projects.

6.2 Prior Relevant Work
In this section, we summarize the existing results on individual-fairness and group-fairness

in random social choice and emphasize the gaps in the literature.

Under dichotomous preferences, each voter i reports a set Ai of projects she likes. For

such a model, Bogomolnaia et al. [21] introduced two notions of individual-fairness: fair

outcome share and fair welfare share. Fair outcome share ensures that each set Ai is assigned

a probability of at least |Ai|/m, where m is the number of projects. Fair welfare share, on the

other hand, guarantees that Ai receives a probability of at least 1/n, where n is the number

of voters. The concept of fair welfare share is also known as individual fair share [10].

Fair outcome share and fair welfare share have been extended to weakly ordinal preferences

by Aziz and Stursberg [6] and Aziz et al. [9], respectively. Additionally, Airiau et al. [1]

extended fair welfare share to strictly ordinal preferences. All these studies primarily focus

on fairness at the level of individual voters.
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The study of fairness for groups of voters has been rather limited in random social choice.

The first kind of group-fairness considered is proportional sharing, studied by Duddy [32]

for dichotomous preferences and Aziz et al. [9] for weakly ordinal preferences. This notion

requires that for any subset S of voters, the union of the most-liked projects of each of them

receives a probability of at least |S|/n. The second kind of group-fairness considered is the

core, which is primarily studied for cardinal preferences but can be applied both for dichoto-

mous and ordinal preferences [10, 37]. The core guarantees that for any subset S of voters,

there will not exist a partial distribution of |S|/n (i.e., probabilities sum to |S|/n instead of to

1) which gives strictly higher utility to the voters in S. Both core and proportional sharing,

when applied to strictly ordinal preferences, simply reduce to random dictatorship rule: a

rule that selects a dictator from the voters uniformly at random and assigns probability of 1

to her most preferred project.

6.2.1 Limitations of Random Dictatorship

To understand one of the drawbacks of random dictatorship rule, consider the following

simple example.

Example 6.1. Suppose there are 5 voters and 10 projects ordered as p1 ◁ . . . ◁ p10. Let us suppose
voters {1, 2} have the same preference p3 ≻ p2 ≻ p4 . . . ≻ p10 ≻ p1, voter 3 has the preference
p2 ≻ p3 ≻ p4 . . . ≻ p10 ≻ p1, whereas the voters {4, 5} have the same preference p1 ≻ p2 . . . ≻ p10.
The random dictatorial rule allocates 2

5
probability to p1 and p3 each, and 1

5
probability to p2.

As can be seen, p1 is the least preferred project by two of the voters whereas p2 is in the top two
ranks of all the five preferences. Clearly, it is more desirable to allocate higher probability to p2
compared to p1 from a societal viewpoint.

The above example motivates the idea of considering an existing partition of the voters

into groups and having a set of representatives for each group, instead of distributing the en-

tire probability among only the top ranked projects of the voters. For instance, suppose the

voters in Example 6.1 are naturally partitioned into two groups {1, 2, 3} and {4, 5} and the

voters in the same group have closely related preferences. Suppose {p2, p3} are the represen-

tatives of the first group and {p1, p2, p3} are the representatives of the second group. Then, an

outcome that distributes the probability between p2 and p3 will be collectively fairer towards

all the voters since they will likely be happy with a probability close to, if not equal to, 1.

As clear from the above discussion, imposing a fairness constraint on every subset of

voters is a strong requirement that could lead to trivial and undesirable outcomes for strictly

ordinal preferences. Often in real-world, we can find a natural partition of voters into groups
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based on factors such as gender, race, economic status, and location. It will be sensible and

adequate to guarantee fairness, both within and across these existing groups.

Another serious drawback of the random dictatorial rule is its assumption of entitlement

of exactly 1
n

for each voter and exactly |S|
n

for every subset of voters S. However, in many

real-world scenarios, the entitlement could be different for different groups. For example,

the government may want underprivileged sections of society to have a suppose on higher

fraction of budget. Such measures are often referred to with names such as affirmative ac-

tions, reservations etc. (https://en.wikipedia.org/wiki/Affirmative_action).

We assume that a partition of the voters exists and introduce novel fairness notions over-

coming both these drawbacks. We then characterize the fair rules satisfying other desiderata.

6.3 Contributions of the Chapter
We study the model where voters are naturally partitioned into groups. Our first key con-

tribution is to propose three notions that capture fairness for groups of voters. To ensure

fairness within each group or intra-group fairness, we propose group-wise anonymity, which

implies that the voters within any given group are treated symmetrically. To ensure fairness

across groups, we first propose a weak notion of fairness, weak group entitlement guarantee

(weak-GEG) followed by a stronger variant (strong-GEG) of the same. The PB organizer gets

to choose three parameters: (1) the number of representatives to be selected for each group

(κ); (2) a method of selecting them (ψ); and (3) the reservation quota of each group (η).

For every group q, the function ψq selects some κq projects to represent the preferences of

voters in q. Our weak-GEG notion ensures that all these representatives collectively receive

a probability of at least ηq, whereas strong-GEG ensures that at least one project from the κq
representatives receives a probability of at least ηq (demonstrated in Figure 6.1).

Figure 6.1: Illustration of Group-Entitlement Guarantee. PNq denotes the preference profile of
the voters in the group Nq. The function ψq selects κq representative projects which together
have an entitlement over ηq probability.
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Our second key contribution is to characterize the space of unanimous and strategy-proof

social choice rules, both deterministic and random, that satisfy the proposed fairness notions.

Random Social Choice Rules (RSCRs) are typically expressed in two ways in the literature.

One way is to express them directly [30, 62] and the other is to express them as probability

mixtures of deterministic social choice rules (DSCRs) which allocate the entire probability to

a single project [23]. It is crucial to emphasize that both these representations are incompara-

ble, and the choice between them is purely a matter of personal preference and convenience.

We present characterizations of fair RSCRs in both these ways: direct characterizations and ex-
treme point characterizations in which RSCRs are expressed as convex combinations of DSCRs.

To the best of our knowledge, we are the first ones to provide a complete characterization

of group-fair rules on single-peaked domain. The characterization also serves as a founda-

tion for identifying families of instances with algorithmically tractable fair rules. A few such

families, along with the corresponding fair rules, are mentioned in Section 6.12.

Strong-GEG

Section 6.6.3
Section 6.7.3

Weak-GEG

Section 6.6.2
Section 6.7.2

Unanimity, Strategy-Proofness,
Group-Wise Anonymity

Section 6.6.1
Section 6.7.1

(a) Organization of results on the characteri-
zation of rules satisfying group-fairness

Strong-IEG

Section 6.9.2
Section 6.10.2

Weak-IEG

Section 6.9.1
Section 6.10.1

Unanimity, Strategy-Proofness

Section 6.4.3.1
Section 6.4.3.2Anonymity

Section 6.10.3.1

Section 6.10.3.2

Section 6.10.3.3

(b) Organization of results on the characteri-
zation of rules satisfying individual-fairness

Figure 6.2: Demonstration of organization of the chapter. Note that when each group is
a singleton group and has only one voter, the rectangles in Figure 6.2a coincide with the
corresponding rectangles in Figure 6.2b. The sections colored in red represent direct charac-
terizations and those colored in brown represent extreme point characterizations.
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Organization of the chapter. We commence by introducing essential preliminaries in Sec-

tion 6.4 and describing the existing characterizations of unanimous and strategy-proof RSCRs.

Following this, in Section 6.5, we introduce our model with the voters partitioned into groups,

explain the parameters related to each group, and introduce our novel fairness notions. Sub-

sequently, we provide direct (Section 6.6) and extreme point (Section 6.7) characterizations

of unanimous and strategy-proof RSCRs that satisfy these fairness notions.

Following this, in Section 6.8, we proceed to a special case of our model where there are no

groups, or in other words, each group has exactly one voter. We propose the fairness notions

weak-IEG and strong-IEG to guarantee individual-fairness and provide the characterizations

of the unanimous and strategy-proof rules that satisfy these notions. We also discuss the

case where, in addition to groups having only voter, anonymity holds across all the voters.

Finally, we provide illustrative examples of some algorithmically tractable fair RSCRs for some

families of instances (Section 6.12).

6.4 Notations and Preliminaries
Let N = {1, . . . , n} be a finite set of voters. We assume that n ≥ 2. Let P = {p1, . . . , pm} be

a finite set of projects with a prior ordering ◁ given by p1 ◁ . . . ◁ pm. Such a prior ordering

exists with respect to an intrinsic attribute of the projects such as location. Whenever we

write minimum or maximum of a subset of P , we mean it with respect to the ordering ◁ over

P . By p ⊴ p′, we mean p = p′ or p ◁ p′. For p, p′ ∈ P , we define [p, p′] = {p̃ | either p ⊴ p̃ ⊴

p′ or p′ ⊴ p̃ ⊴ p}. By (p, p′), we define [p, p′] \ {p, p′}. For notational convenience, whenever it

is clear from the context, we do not use braces for singleton sets, i.e., we denote {i} by i.

The budget b is normalized to 1. There are no costs associated with projects, that is,

Xp = (0, 1]. A project p may receive any amount from Xp ∪ {0}, i.e., from [0, 1].

6.4.1 Preferences

A complete, reflexive, anti-symmetric, and transitive binary relation (also called a complete

linear order) on a(ny) set S is called a strictly ordinal preference on S. We denote by L(P ) the

set of all strictly ordinal preferences on P . For ≻∈ L(P ) and p, p′ ∈ P , p ≻ p′ is interpreted as

p being strictly preferred over p′ according to≻. For≻∈ L(P ) and k ≤ |P |, by≻(k) we refer to

the k-th ranked project according to ≻, i.e., ≻(k) = p if and only if |{p′ ∈ P | p′ ≻ p}| = k− 1.

For ≻∈ L(P ) and p ∈ P , the upper contour set of p at ≻, denoted by U(p,≻), is defined as the

set of projects that are as good as p in ≻, i.e., U(p,≻) = {p} ∪ {p′ ∈ P | p′ ≻ p}.1

1Observe that p ∈ U(p,≻) by reflexivity.

109



Definition 6.1. A preference ≻∈ L(P ) is called single-peaked if for all p, p′ ∈ P , [≻(1) ◁ p ◁
p′ or p′ ◁ p ◁ ≻(1)] implies p ≻ p′. A set of preferences is called single-peaked if each preference
in it is single-peaked.

Intuitively, it means that the preference ≻ is such that a project closer to ≻(1) (according

to the order ◁) is strictly preferred over a project farther from it. Let D be the set of all single-

peaked preferences on P . Any upper contour set at a single-peaked preference ≻∈ D forms

an interval w.r.t. the prior ordering ◁ of projects. Collection of preferences of all voters in N

is denoted by PN (we use subscript in this chapter since we need profiles of subsets of voters

very often). That is, PN ∈ Dn. For PN ∈ Dn and a group Nq, we denote a preference profile

(≻i)i∈Nq of the members of the group Nq by PNq .

6.4.2 Social Choice Rules and Their Properties

The set of all probability distributions over the set of projects P is denoted by ∆P . For a

probability distribution δ ∈ ∆P and a project p ∈ P , δ(p) denotes the probability of p in the

distribution δ. A Deterministic Social Choice Rule (DSCR) on the single-peaked domain Dn

is a function f : Dn → P , and a Random Social Choice Rule (RSCR) on Dn is a function

φ : Dn → ∆P . For a RSCR φ : Dn → ∆P and a project p ∈ P , φp(PN) denotes the probability

allocated to p at the preference profile PN ∈ Dn. In other words, φp(PN) is a short-hand

notation to denote φ(PN)(p). Similarly, for a set A ⊆ P , we define φA(PN) =
∑

p∈A φp(PN).

Note: A RSCR φ is equivalent to a PB rule under flexible costs (Definition 2.2), where φp(PN)

denotes the fraction xp of budget allocated to project p at the preference profile PN .

Henceforth in this chapter, we refer to the PB rules as random social choice rules and

the fraction of budget allocated to a project as the probability allocated to it.

In order to choose between various random social choice rules, we need a way for the

voter to compare the outcomes of different rules. One possible way to do this is to define

a utility notion which quantifies the benefit derived by each voter from a given probability

distribution over the projects [1]. Another popular way of comparing two probability distri-

butions is stochastic dominance [20].

Definition 6.2. A probability distribution δ ∈ ∆P is said to stochastically dominate another
probability distribution δ′ ∈ ∆P with respect to an ordinal preference ≻, denoted by δ ≻SD δ′, if
and only if

δ(U(p,≻)) ≥ δ′(U(p,≻)) ∀p ∈ P.
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Following are the two properties considered to be non-negotiable in the literature on

random social choice. The first of them, unanimity, implies that a project unanimously ranked

at the top by all the voters must be allocated a probability of 1, i.e., the entire budget.

Definition 6.3. A RSCR φ : Dn → ∆P is called unanimous if for all projects p ∈ P and all
PN ∈ Dn,

[≻i(1) = p for all i ∈ N ]⇒ [φp(PN) = 1].

The second property, strategy-proofness, implies that it is impossible for any voter i to

report a lie ≻′
i instead of her true preference ≻i and get a stochastically dominant outcome.

Definition 6.4. A RSCR φ : Dn → ∆P is called strategy-proof if for all i ∈ N , all PN ∈ Dn,
and all ≻′

i∈ D, we have
φ(≻i,≻−i) ≻SD

i φ(≻′
i,≻−i),

where ≻−i denotes (≻j)j∈N\{i}.

6.4.3 Unanimous and Strategy-Proof RSCRs

The RSCRs satisfying unanimity and strategy-proofness are characterized in the literature

using two approaches. The first approach gives a direct definition and characterization of

RSCRs, whereas the second approach expresses RSCRs as a convex combination of DSCRs.

6.4.3.1 Direct Characterization: Unanimity and Strategy-Proofness

All the unanimous and strategy-proof RSCRs are characterized to be probabilistic fixed ballot

rules [35]. We present their definition below. Let S(t;PN) denote the set of voters whose

most preferred project lies at or before pt, i.e., {i ∈ N : ≻i(1) ⊴ pt}.

Example 6.2. Assume that there are four voters {1, 2, 3, 4} and there are three projects {p1, p2, p3}.
Consider a preference profile PN = (≻1,≻2,≻3,≻4) such that p1 ≻1 p2 ≻1 p3, p2 ≻3 p3 ≻3 p1,
and p3 ≻ p2 ≻ p1 for P ∈ {≻2,≻4}. The top-ranked projects are (p1, p3, p2, p3). For this profile,
S(1;PN) = {1}, S(2;PN) = {1, 3}, S(3;PN) = {1, 2, 3, 4}.

Definition 6.5. A RSCR φ on Dn is said to be a probabilistic fixed ballot rule (PFBR) if there
is a collection {δS}S⊆N of probability distributions satisfying the following two properties:

(i) Ballot Unanimity: δ∅(pm) = 1 and δN(p1) = 1, and

(ii) Monotonicity: for all pt ∈ P , S ⊂ T ⊆ N =⇒ δS([p1, pt]) ≤ δT ([p1, pt])
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p1 p2 p3 p1 p2 p3
δ∅ 0 0 1 δ{1} 0.3 0.2 0.5
δ{2} 0.1 0.5 0.4 δ{3} 0.2 0.4 0.4
δ{4} 0.2 0.4 0.4 δ{1,2} 0.4 0.3 0.3
δ{1,3} 0.5 0.3 0.2 δ{1,4} 0.3 0.4 0.3
δ{2,3} 0.4 0.3 0.3 δ{2,4} 0.5 0.3 0.2
δ{3,4} 0.3 0.4 0.3 δ{1,2,3} 0.8 0.2 0
δ{1,2,4} 0.8 0.2 0 δ{1,3,4} 0.9 0.1 0
δ{2,3,4} 0.9 0.1 0 δ{1,2,3,4} 1 0 0

Table 6.1: The probabilistic ballots {δS}S⊆N for the PFBR in Example 6.3

such that for all PN ∈ Dn and pt ∈ P , we have

φpt(PN) = δS(t;PN )([p1, pt])− δS(t−1;PN )([p1, pt−1]);

where δS(0;PN )([p1, p0]) = 0.

Example 6.3. Consider Example 6.2. Consider a PFBR corresponding to the probabilistic ballots
{δS}S⊆N listed in Table 6.1. Clearly, the ballots satisfy ballot unanimity and monotonicity. The
PFBR with this collection of probabilistic ballots works as follows: in Example 6.2, S(1;PN) =
{1}, S(2;PN) = {1, 3}, and S(3;PN) = {1, 2, 3, 4}. We know that, the probability allocated
to p2 at this profile is δS(2;PN )([p1, p2]) − δS(1;PN )([p1, p1]). From Table 6.1, δ{1,3}([p1, p2]) = 0.8

and δ{1}([p1, p1]) = 0.3. Thus, the probability of p2 at (≻1,≻2,≻3,≻4) is 0.5. Similarly, we can
compute other probabilities.

Lemma 6.1. A RSCR on Dn is unanimous and strategy-proof if and only if it is a probabilistic
fixed ballot rule [35].

6.4.3.2 Extreme Point Characterization: Unanimity and Strategy-Proofness

All the unanimous and strategy-proof DSCRs are characterized to be min-max rules and the

RSCRs that satisfy these two properties are characterized to be random min-max rules [66,

71]. We first define min-max rules.

Definition 6.6. A DSCR f on Dn is a min-max rule if for all S ⊆ N , there exists βS ∈ P

satisfying
β∅ = pm, βN = p1, and βT ⊴ βS for all S ⊆ T

such that
f(PN) = min

S⊆N

[
max
i∈S
{≻i(1) , βS}

]
.
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β∅ p3 β{1} p2
β{2} p2 β{3} p3
β{4} p3 β{1,2} p1
β{1,3} p2 β{1,4} p2
β{2,3} p2 β{2,4} p2
β{3,4} p3 β{1,2,3} p1
β{1,2,4} p1 β{1,3,4} p2
β{2,3,4} p2 β{1,2,3,4} p1

Table 6.2: The parameters {βS}S⊆N of the min-max rule in Example 6.4

Example 6.4. Consider the instance specified in Example 6.2. Consider a min-max rule corre-
sponding to the probabilistic ballots {βS}S⊆N listed in Table 6.2. It can be seen that they satisfy
required properties. For the profile in Example 6.2, ≻1(1) = p1, ≻2(1) = p3, ≻3(1) = p2, and
≻4(1) = p3. For any set S with voters 2 or 4, maxi∈S{≻i(1) , βS} is p3. For the sets {3} and ∅, the
value continues to be p3 since their corresponding parameters are p3. For the sets {1, 3} and {1},
the value is p2 since the parameters are p2. Therefore, the outcome of the rule is min{p2, p3}, that
is p2.

A random min-max rule is a convex combination of min-max rules. That is, it can be

expressed in the form of φ =
∑

w∈W λwφw where
∑

w∈W λw = 1, and for every j ∈ W , φj is a

min-max rule and 0 ≤ λj ≤ 1.

Lemma 6.2. A RSCR on Dn is unanimous and strategy-proof if and only if it is a random
min-max rule [71].

6.5 Group-Fairness Notions
There are many real-life scenarios where there is a natural partition of voters based on factors

such as gender, region, race, and economic status. For example, faculty members in a uni-

versity voting to select projects to be granted funds can be naturally grouped based on their

departments or areas of expertise. Similarly, the citizens of a state can be grouped based on

the districts or counties they belong to. We model such natural settings and ensure fairness

within and across these groups. Let G = {1, . . . , g} and let N be a partition of the set N , that

is, N = (N1, . . . , Ng) where ∪q∈GNq = N and Np ∩Nq = ∅ for all distinct p, q ∈ G. Each Nq is

referred to as a group.
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6.5.1 Intra-Group Fairness

The primary fairness requirement is to ensure intra-group fairness, that is fairness within each

group. We ensure that all the voters in the same group are treated symmetrically. This prop-

erty sounds familiar to a social choice theorist - it is same as anonymity, except that it is now

required only within each group. This is applied in many countries in USA, Europe, and Asia

under the label of affirmative actions, which treat people in the same group symmetrically

but favour weaker groups over the others. We call this property group-wise anonymity and

explain it formally below.

A permutation π of N is group preserving if for any q ∈ G and any i ∈ Nq, it holds that

π(i) ∈ Nq. The property of group-wise anonymity requires that permuting the preferences of

voters within the group does not change the outcome.

Definition 6.7. A RSCR φ : Dn → ∆P is group-wise anonymous if for all group preserving
permutations π of N and all PN ∈ Dn, we have φ(PN) = φ(Pπ(N)) where Pπ(N) = (≻π(1)
, . . . ,≻π(n)).

6.5.2 Inter-Group Fairness

We now discuss fairness across the groups. While there are situations in which all the groups

receive equal weightage, in many real-life situations, the quota for each group could differ.

For example, the federal government may choose to give a higher probability to the projects

preferred by underprivileged groups or a department might set higher threshold of funds

for experimental subjects. We propose two novel fairness notions, weak and strong group

entitlement guarantees (weak-GEG and strong-GEG), to capture such requirements.

Each of our fairness notions takes three parameters, κG, ψG, and ηG. Here κG = (κq)q∈G,

where every groupNq is associated with a value κq ∈ [1,m], which we call representative range
of Nq. Similarly, ηG = (ηq)q∈G, where every group Nq is assumed to be entitled to a certain

probability ηq ∈ [0, 1], which we call reservation quota of the group. Both these parameters

are decided by the PB organizer based on the context and various attributes of groups such as

size and status. The parameter ψG = (ψq)q∈G, called representation scenario, is a collection of

representative functions of every group. Our fairness notions assume that all representation

scenarios satisfy some properties. We discuss these properties of representation scenarios in

the following section.

6.5.2.1 Selecting Representative Projects of Each Group

Each group Nq is associated with a function ψq, called representative function, which on

receiving the preferences of voters in Nq, selects a set of projects as the representatives of all
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those preferences. We impose the following property on the representative functions of all

the groups.

Definition 6.8. A representative function ψq : D|Nq | → 2P for a group Nq is said to be top-
ranged if for every profile PNq ∈ D|Nq |, there exist a project p ∈ ψq(PNq) and voters i, j ∈ Nq

(could be the same voter) such that ≻i(1) ⊴ p ⊴ ≻j(1).

In other words, top-rangedness implies that at least one representative project of each

group lies between the minimum and maximum top-ranked projects of the voters in that

group. A collection of representative functions of all the groups, (ψq)q∈G, is denoted by ψG and

is called a representation scenario. A representation scenario in which every representative

function ψq is top-ranged and selects exactly κq consecutive projects is said to be compliant

with representative ranges κG.

Definition 6.9. A representation scenario (ψq)q∈G is said to be compliant with κG if for every
q ∈ G, ψq is top-ranged and for every PNq ∈ DNq , ψq(PNq) is a κq sized interval of ◁.

The fairness notions we introduce are defined only for compliant representation scenarios.

Imposing that the representative functions must be intervals is to ensure that the functions

preserve single-peakedness, thereby ensuring that the representatives chosen are also in ac-

cordance with the ordering ◁. Restricting the output size guarantees that the PB organizer

gets to decide the number of representatives each group deserves, based on factors such as

size and diversity of the group. Functions being top-ranged will make sure that at least one

representative of each group is either a top-ranked project or is sandwiched between two

top-ranked projects.

Examples of several compliant representation scenarios that also satisfy a few other de-

sirable properties are given in Section 6.11. In all the following sections, we assume that

representation scenarios are compliant.

6.5.2.2 Inter-Group Fairness: Group Entitlement Guarantee Notions

We define two fairness notions called group entitlement guarantees (GEGs) for a given κG,

ηG, and a representation scenario ψG compliant with κG. The idea of these fairness notions is

to ensure that for every group Nq, at least ηq probability is assigned to its κq representatives.

The first notion, (κG, ψG, ηG)-weak-GEG, guarantees that the κq representatives ofNq together

receive a probability of at least ηq.

Definition 6.10. A RSCR φ satisfies (κG, ψG, ηG)-weak-GEG if for all PN ∈ Dn and all q ∈ G,

φψq(PNq )
(PN) ≥ ηq.
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In weak-GEG, the probability ηq can be distributed among all the κq representatives, which

could result in an insignificant probability for each of them, especially if κq is large. The

second notion, (κG, ψG, ηG)-strong-GEG, ensures that at least one of the κq representatives

of Nq receives a probability of at least ηq. That is, the whole of ηq is concentrated on one

representative of the group.

Definition 6.11. A RSCR φ satisfies (κG, ψG, ηG)-strong-GEG if for all PN ∈ Dn and all q ∈ G,
there exists p ∈ ψq(Nq) such that

φp(PN) ≥ ηq.

It is trivial to see that any RSCR that satisfies strong-GEG also satisfies weak-GEG. Also,

note that we are guaranteeing fairness at group level. Guaranteeing fairness at individual

level can be easily modeled as a special case of this setting where every group is a singleton

set (Section 6.8). In the latter case, fair rules take a simpler form and we discuss them in

detail in Section 6.9 and Section 6.10.

6.5.2.3 Some Shorthand Notations for Characterizations

Before we move to the characterizations of fair rules, we introduce some shorthand notations

related to the partition N of voters. We crucially use these notations in our characterizations.

(i) The value Γ: Let Γ be the set of all g dimensional vectors γ := (γ1, . . . , γg) such that

γq ∈ {0, . . . , |Nq|} for all q ∈ G. For γ, γ′ ∈ Γ, we suppose γ ≫ γ′ (in other words, γ

dominates γ′) if γq ≥ γ′q for all q ∈ G. We denote by γ ∈ Γ, the vector of all zeros and by

γ ∈ Γ, the vector whose components take the maximum value. More formally, for all q ∈ G,

γ
q
= 0 and γq = |Nq|. For a preference profile PN and 1 ≤ t ≤ m, let us denote by α(t;PN)

the element (α1, . . . , αg) of Γ such that αq is the number of voters in Nq whose peaks are not

to the right of pt, i.e., αq = |{i ∈ Nq | ≻i(1) ⊴ pt}|.

Example 6.5. Consider the scenario explained in Example 6.2. Suppose the voters {1, 2, 3, 4}
are partitioned into two groups {N1, N2} such that N1 = {1} and N2 = {2, 3, 4}. Consider
the same preference profile PN = (≻1,≻2,≻3,≻4) where top-ranked projects of the voters are
(p1, p3, p2, p3). For this profile, α(1;PN) = (1, 0), α(2;PN) = (1, 1), α(3;PN) = (1, 3).

(ii) The function τi: For a preference profile PNq and t ≤ |Nq|, we denote by τt(PNq) the

project at the tth position when the top-ranked projects in PNq are arranged in increasing

order (with repetition), i.e., τt(PNq) is such that |{i ∈ Nq | ≻i(1) ◁ τt(PNq)}| < t and |{i ∈ Nq |
≻i(1) ⊴ τt(PNq)}| ≥ t. Note that by definition, τ0(PNq) = p1 for all q ∈ G.
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Example 6.6. Consider the scenario in Example 6.5. By sorting these top-ranked projects (with
repetition), we get (p1) for N1 and (p2, p3, p3) for N2. Therefore, τ1(PN1) = p1, τ1(PN2) = p2, and
τ2(PN2) = τ3(PN2) = p3.

(iii) Notion of feasibility: Consider a representative function ψq and two positive integers z1
and z2. A project p ∈ P is said to be feasible at (z1, z2;ψq) if there exists a profile PNq ∈ D|Nq |

such that:

1. p = min {ψq(PNq)}

2. the top ranked projects of exactly z1 voters lie before min {ψq(PNq)}, and

3. the top ranked projects of exactly |Nq| − z2 voters lie after max {ψq(PNq)}.

The idea is to capture the possible outcomes of the representative function given the top

ranked projects of the voters. For example, suppose we have a compliant representation

scenario. Then, any representative function ψq is top-ranged and hence any p ∈ P is not

feasible at (0, 0;ψq) as well as (|Nq|, |Nq|;ψq). That is, the interval starting at p cannot be the

outcome if all the top-ranked projects lie on the same side of the interval.

6.6 Direct Characterization (DC) of Group-Fair Rules
As seen in Lemma 6.1, all the unanimous and strategy-proof RSCRs are characterized to be

probabilistic fixed ballot rules. But, these rules do not take into account the partition of voters

into groups. Motivated by this, in this section, we characterize unanimous and strategy-proof

rules that account for the partition of voters and ensure fairness for all the groups of voters.

6.6.1 DC: Group-Wise Anonymity

We start by characterizing unanimous, strategy-proof rules that are group-wise anonymous

(i.e., fair within each group). We generalize the idea of probabilistic fixed ballot rules (PF-

BRs) and introduce probabilistic fixed group ballot rules (PFGBRs) that satisfy group-wise

anonymity along with unanimity and strategy-proofness.

The family of RSCRs probabilistic fixed group ballot rules is a generalization of probabilistic

fixed ballot rules. The key difference between them is that, in a PFBR, probabilistic ballot is

defined for each subset of projects whereas in a PFGBR, it is defined for each element in Γ.

That is, a PFGBR is based on a collection of pre-specified parameters {δγ}γ∈Γ, where for every

γ ∈ Γ, a probabilistic ballot δγ ∈ ∆P is specified.

Definition 6.12. A RSCR φ on Dn is said to be a probabilistic fixed group ballot rule if there
is a collection of probabilistic ballots {δγ}γ∈Γ which satisfies
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p1 p2 p3
δ(0,0) 0 0 1
δ(0,1) 0 0.1 0.9
δ(0,2) 0.1 0.1 0.8
δ(0,3) 0.2 0 0.8
δ(1,0) 0.4 0.1 0.5
δ(1,1) 0.5 0 0.5
δ(1,2) 0.7 0.2 0.1
δ(1,3) 1 0 0

Table 6.3: The probabilistic ballots {δγ}γ∈Γ for the PFGBR in Example 6.7

(i) Ballot Unanimity: δγ(pm) = 1 and δγ(p1) = 1, and

(ii) Monotonicity: for all γ, γ′ ∈ Γ, γ ≫ γ′ implies δγ([p1, pt]) ≥ δγ′([p1, pt]) for all t ∈ [1,m],

such that for all PN ∈ Dn and all pt ∈ P ,

φpt(PN) = δα(t,PN )([p1, pt])− δα(t−1,PN )([p1, pt−1]);

where δα(0,PN )([p1, p0]) = 0.

Example 6.7. Consider the instance specified in Example 6.5. Note that Γ has eight elements.
In Table 6.3, we list down a collection of probabilistic ballots {δγ}γ∈Γ satisfying ballot unanim-
ity and monotonicity. The PFGBR with these parameters works as follows: In Example 6.5,
α(1;PN) = (1, 0), α(2;PN) = (1, 1), and α(3;PN) = (1, 3). From Table 6.3, δ(1,3)([p1, p3]) = 1

and δ(1,1)([p1, p2]) = 0.5. Thus, the probability of p3 at (≻1,≻2,≻3,≻4) is 0.5. Similarly, we can
compute other probabilities.

It needs to be highlighted that when all the groups are singleton, every element in Γ

is a n-dimensional binary vector which can be directly interpreted as a subset of voters (a

voter is present in the subset if and only if her corresponding entry in the vector is 1). This

interpretation results in the equivalence of PFGBRs with PFBRs (Definition 6.5).

Observation 6.1. If each group has only one voter, then a probabilistic fixed group ballot rule
coincides with a probabilistic fixed ballot rule (Definition 6.5). Conversely, if a single group
contains all the voters, then a probabilistic fixed group ballot rule coincides with a random
median rule, which is simply a convex combination of the median rules [71].

Theorem 6.1. A RSCR φ : Dn → ∆P is unanimous, strategy-proof, and group-wise anonymous
if and only if it is a probabilistic fixed group ballot rule.
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Proof: (Only if:) First, we prove that for a RSCR to satisfy unanimity, strategy-proofness,

and group-wise anonymity, it needs to be a PFGBR. Assume that φ : Dn → ∆P is unanimous,

strategy-proof, and group-wise anonymous. We must show that φ is a PFGBR. Note that since

φ is unanimous and strategy-proof, by Lemma 6.1, φ is a PFBR. Assume that {δS}S⊆N are the

probabilistic ballots of φ.

For any set S ⊆ N , let c(S) = (αS1 , . . . , α
S
g ) where αSq = |{i ∈ S ∩ Nq}|. We claim that

for any two sets S and S ′ such that c(S) = c(S ′), we have δS = δS′. Take the preference

profile PN where ≻i(1) = p1 for all i ∈ S and ≻i(1) = pm for all i ∈ N \ S, and P′
N where

≻i(1) = p1 for all i ∈ S ′ and ≻i(1) = pm for all i ∈ N \ S ′. By the definition of PFBR, this

means φ(PN) = δS and φ(P′
N) = δS′. Note that as c(S) = c(S ′), PN and P′

N are group-wise

equivalent. Combining these observations with group-wise anonymity of φ, we have δS = δS′.

This completes the proof of the claim. Since for any S ⊆ N , c(S) ∈ Γ, in view of our above

claim, we can write {δS}S⊆N as {δγ}γ∈Γ, which in turn implies that φ is PFGBR.

(If:) Now, we show that every PFGBR satisfies unanimity, strategy-proofness, and group-

wise anonymity. Let φ : Dn → ∆P be a PFGBR. We will show that φ satisfies unanimity,

strategy-proofness, and group-wise anonymity. Note that since φ is a PFGBR, it is a PFBR (see

Definition 6.5). Thus, by Lemma 6.1, φ is unanimous and strategy-proof. To show group-wise

anonymity, consider two profiles PN and P′
N which are group-wise equivalent, that is, there

exists a group-preserving permutation πN such that P′
N = Pπ(N). Take pk ∈ P . Since PN and

P′
N are group-wise equivalent, we have α(k,PN) = α(k,P′

N) and α(k− 1,PN) = α(k− 1,P′
N).

Therefore, by the definition of PFGBR, φpk(PN) = δα(k,PN )([p1, pt]) − δα(k−1,PN )([p1, pt−1]) =

δα(k,P′
N )([p1, pt])− δα(k−1,P′

N )([p1, pt−1]) = φpk(P
′
N). Hence, φ is group-wise anonymous. 2

6.6.2 DC: Weak-GEG and Group-Wise Anonymity

It is evident from Theorem 6.1 that the unanimous, strategy-proof, and group-wise anony-

mous RSCRs are characterized to be probabilistic fixed group ballot rules. In this section, we

further impose weak-GEG and characterize the probabilistic fixed group ballot rules that are

(κG, ψG, ηG)-weak-GEG (Definition 6.10). The characterization follows from the definition,

and intuitively requires that for any κq-sized interval of ◁, the difference of probabilities al-

lotted by two probabilistic ballots is at least ηq if γ corresponding to one of them dominates

the other and the interval could be the outcome of ψq under some conditions.

Theorem 6.2. A RSCR φ : Dn → ∆P is unanimous, strategy-proof, group-wise anonymous,
and satisfies (κG, ψG, ηG)-weak-GEG if and only if it is a probabilistic fixed group ballot rule such
that for all q ∈ G, for all γ, γ′ ∈ Γ such that γ ≫ γ′, and for all px ∈ P feasible at (γ′q, γq;ψq),
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we have
δγ([p1, px+κq−1])− δγ′([p1, px−1]) ≥ ηq.

Proof: (Only if:) We prove that for a PFGBR to satisfy (κG, ψG, ηG)-weak-GEG, the given

condition needs to hold. Consider any q, γ, γ′, and px as given in the theorem. Since px is

feasible at (γ′q, γq;ψq), we know that there exists a profile PNq such that exactly γ′q voters have

their top-ranked projects before px, exactly γq−γ′q voters have their top-ranked projects in the

interval [px, px+κq−1], and ψq(PNq) = [px, px+κq−1]. For every other group h ∈ G\{q}, construct

an arbitrary profile PNh
such that exactly γ′h voters have their top-ranked projects before px

and exactly γh − γ′h voters have their top-ranked projects in the interval [px, px+κq−1]. Let the

combined preference profile be PN .

Since the fairness requirement of group q is met at PN , the probability allocated to

[px, px+κq−1] is at least ηq. That is, δα(x+κq−1,PN )([p1, px+κq−1]) − δα(x−1,PN )([p1, px−1]) ≥ ηq.

By the definition of α and construction of PN , we know that α(x + κq − 1,PN) = γ and

α(x− 1,PN) = γ′. The condition follows.

(If:) Now we prove the converse. That is, we prove that if the stated condition holds for

a PFGBR, then it satisfies (κG, ψG, ηG)-weak-GEG. Consider any group q ∈ G and an arbitrary

preference profile PN . Let px = min {ψq(PNq)}. Set γ and γ′ such that for every h ∈ G,

γ′h = |i ∈ Nh : ≻i(1) ◁ px| and γh = |i ∈ Nh : ≻i(1) ⊴ px+κq−1|. By construction, γ ≫ γ′.

Also, since ψq(PNq) = [px, px+κq−1], px is feasible at (γ′q, γq;ψq). Thus q, γ, γ′, and px satisfy all

the given conditions. Therefore, δγ([p1, px+κq−1])− δγ′([p1, px−1]) ≥ ηq. From the construction

of γ and γ′, it can be seen that α(x + κq − 1,PN) = γ and α(x − 1,PN) = γ′. Therefore,

δα(x+κq−1,PN )([p1, px+κq−1]) − δα(x−1,PN )([p1, px−1]) ≥ ηq. That is, the probability allocated to

[px, px+κq−1] is at least ηq. Hence, the fairness requirement of the group q is met. 2

6.6.3 DC: Strong-GEG and Group-Wise Anonymity

Here, we characterize the probabilistic fixed group ballot rules that are (κG, ψG, ηG)-strong-

GEG (Definition 6.11). For this, we extend the concept of feasibility of a project to the

feasibility of a set of projects as follows: a set of projects {p1, p2, . . . , pt} is feasible at

(z0, z1, z2, . . . , zt;ψq) if there exists a profile PNq such that p1 = min{ψq(PNq)}, |{i ∈ Nq :

≻i(1) ◁ p
1}| = z0, and |{i ∈ Nq : ≻i(1) ⊴ pj}| = zj for every j ∈ 1, . . . , t. That is, px being

feasible at (z1, z2;ψq) is another way of saying that there exists z such that {px, px+κq−1} is

feasible at (z1, z, z2;ψq).

This characterization also follows from the definition, and intuitively requires that there

cannot be κq consecutive projects which could be selected by ψq under some conditions and

are allotted a probability less than ηq each.
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Theorem 6.3. A RSCR φ : Dn → ∆P is unanimous, strategy-proof, group-wise anonymous, and
satisfies (κG, ψG, ηG)-strong-GEG if and only if it is a probabilistic fixed group ballot rule such
that for all q ∈ G, for all γ0, γ1, . . . , γκq ∈ Γ such that γκq ≫ . . .≫ γ1 ≫ γ0, and for all px ∈ P
such that {px, px+1, . . . , px+κq−1} is feasible at (γ0, γ1, . . . , γκq ;ψq), there exists t ∈ [0, κq − 1]

such that
δγt+1([p1, px+t])− δγt([p1, px+t−1]) ≥ ηq.

Proof: (Only if:) First, we prove that for a PFGBR to satisfy (κG, ψG, ηG)-strong-GEG, it is

necessary that it satisfies the given condition. Consider any q, γ0, γ1, . . . , γκq , and px as given

in the theorem. Construct a profile PNq such that: (i) For every group Nh, set the top-ranked

projects of exactly γ0h voters before px and those of exactly γi+1
h − γih voters at px+i for every

i ∈ {0, . . . , κq − 1} (ii) ψq(PNq) = [px, px+κq−1]. Note that such construction is possible since

{px, px+1, . . . , px+κq−1} is feasible at (γ0, γ1, . . . , γκq ;ψq).

Since the fairness requirement of group q is met at PN , there exists pt ∈ [px, px+κq−1] such

that probability allocated to pt is at least ηq. This implies that there exists t ∈ [0, κq − 1]

such that δα(x+t,PN )([p1, px+t]) − δα(x+t−1,PN )([p1, px+t−1]) ≥ ηq. By the construction of PN ,

α(x+ t,PN) = γt+1 and α(x+ t− 1,PN) = γt. The condition follows.

(If:) Now, we prove that any PFGBR satisfying the given condition also satisfies (κG, ψG, ηG)-

strong-GEG. Consider any group q ∈ G and an arbitrary preference profile PN . Let px =

min {ψq(PNq)}. For every h ∈ G, set γ0h = |{i ∈ Nh : ≻i(1) ◁ px}|. For every h ∈ G

and j ∈ {1, . . . , κq}, set γjh = |{i ∈ Nh : ≻i(1) ⊴ px+j−1}|. By the construction, γκq ≫
. . . ≫ γ1 ≫ γ0. Also, {px, px+1, . . . , px+κq−1} is feasible at (γ0, γ1, . . . , γκq ;ψq). Thus, the

condition in the theorem holds. This implies that there exists t ∈ [0, κq − 1] such that

δγt+1([p1, px+t])− δγt([p1, px+t−1]) ≥ ηq. By the construction of γt+1 and γt, γt+1 = α(x+ t,PN)

and γt = α(x+ t− 1,PN). Therefore, there exists pt ∈ ψq(PNq) such that φpt(PN) ≥ ηq. 2

Example 6.8. Consider Example 6.7. You may recall the preferences of voters from Example 6.2.
We know N1 = {1} and N2 = {2, 3, 4}. Suppose κ1 = 1, κ2 = 2, η1 = 1

3
, and η2 = 2

5
. Suppose

ψ1(PN1) = {p1} and ψ2(PN2) = {p2, p3}. The PFGBR gives the outcome (0.4, 0.1, 0.5) and satisfies
(κG, ψG, ηG)-strong-GEG.

6.7 Extreme Point Characterization (EPC) of Group-Fair Rules
Often, it is cognitively hard to express RSCRs as probability distributions over the projects, es-

pecially when the number of projects is large. Besides, the probabilistic fixed ballot rules need

many such probability distributions to be decided. This motivates the direction of defining
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RSCRs in terms of extreme points, or in other words, as the convex combinations of DSCRs.

Such a RSCR is easily expressible, owing to the lucidness and simplicity of DSCRs.

Inspired by this, many works in the literature express RSCRs as convex combinations of

DSCRs [66, 67, 68, 71, 75]. The Lemma 6.2 provides such a characterization of all the

unanimous and strategy-proof RSCRs by proving that they are equivalent to random min-

max rules. However, these rules do not take into account the partition of voters into groups.

Motivated by this, in this section, we characterize, in terms of extreme points or DSCRs,

all the unanimous and strategy-proof rules that consider the partition of voters and ensure

fairness for all the groups of voters.

6.7.1 EPC: Group-Wise Anonymity

We start by characterizing unanimous, strategy-proof, and group-wise anonymous RSCRs

in terms of DSCRs. For this, we introduce the family of DSCRs, group min-max rules, by

generalizing the min-max rules (Definition 6.6). The key difference between them again is

that, in a min-max rule, parameters are defined for every subset of projects whereas in a

group min-max rule, they are defined for every element in Γ. That is, a GMMR is based on a

collection of pre-specified parameters {βγ}γ∈Γ, where for every γ ∈ Γ, a parameter βγ ∈ P is

specified.

Definition 6.13. A DSCR f : Dn → P is said to be a group min-max rule (GMMR) if for every
γ ∈ Γ, there exists βγ ∈ P satisfying

βγ = pm, βγ = p1, and βγ ⊴ βγ′ for all γ ≫ γ′

such that
f(PN) = min

γ∈Γ

[
max{τγ1(PN1), . . . , τγg(PNg), βγ}

]
.

Example 6.9. Consider the framework specified in Example 6.5. In Table 6.4, we specify the
parameter values of a group min-max rule.

β β(0,0) β(0,1) β(0,2) β(0,3) β(1,0) β(1,1) β(1,2) β(1,3)

p3 p2 p2 p1 p3 p3 p3 p1

Table 6.4: Parameters of the group min-max rule in Example 6.9

Recall that, in the profile, top ranked projects of the voters 1, 2, 3, and 4 are p1, p3, p2, and
p3 respectively. Also recall from Example 6.6 that τ1(PN1) = p1, τ1(PN2) = p2, and τ2(PN2) =
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τ3(PN2) = p3. The outcome of f at this profile is determined as follows.

f(PN) = min
γ∈Γ

[
max{τγ1(PN1), . . . , τγg(PNg), βγ}

]
= min

[
max{τ0(PN1), τ0(PN2), β(0,0)},max{τ0(PN1), τ1(PN2), β(0,1)},

max{τ0(PN1), τ2(PN2), β(0,2)},max{τ0(PN1), τ3(PN2), β(0,3)},

max{τ1(PN1), τ0(PN2), β(1,0)},max{τ1(PN1), τ1(PN2), β(1,1)},

max{τ1(PN1), τ2(PN2), β(1,2)},max{τ1(PN1), τ3(PN2), β(1,3)}
]

= min
[
max{p1, p1, p3},max{p1, p2, p2},max{p1, p3, p2},max{p1, p3, p1},

max{p1, p1, p3},max{p1, p2, p3},max{p1, p3, p3},max{p1, p3, p1}
]

= p2. □

Theorem 6.4. A DSCR on Dn is unanimous, strategy-proof, and group-wise anonymous if and
only if it is a group min-max rule.

Proof: (Only if:) Assume that f is a unanimous, strategy-proof, and group-wise anonymous.

We show that it is a GMMR. Note that since f is unanimous and strategy-proof, by Lemma

2.10, f is a MMR. Let {βS}S⊆N be the parameters of f .

For any set S ⊆ N , let c(S) = (αS1 , . . . , α
S
g ) where αSq = |{i ∈ S ∩ Nq}|. We first show

that βS = βS′ for all S and S ′ with c(S) = c(S ′). Take the preference profile PN where

≻i(1) = p1 for all i ∈ S and ≻i(1) = pm for all i ∈ N \ S, and P′
N where ≻i(1) = p1 for all

i ∈ S ′ and ≻i(1) = pm for all i ∈ N \ S ′. Consider the profile PN . Since ≻i(1) = p1 if i ∈ S
and ≻i(1) = pm if i ∈ N \ S, we have for all T with T ⊊ S, maxi∈T{≻i(1) , βT} = pm and

for all T ⊆ S, maxi∈T{≻i(1) , βT} = βT . This together with βT ′ ⊴ βT ′′ for T ′′ ⊆ T ′ implies

f(PN) = βS. Similarly, f(P′
N) = βS′. However, as c(S) = c(S ′), PN and P′

N are group-wise

equivalent. Combining these observations with group-wise anonymity of f , we have βS = βS′.

Since for any S ⊆ N , c(S) ∈ Γ, the parameter set of f can be written as {βγ}γ∈Γ. Consider

a set S ⊆ N and a profile PN . The value maxi∈S{≻i(1)} is same as maxq∈G{τγq(PNq)}. On

combining this together with the fact that βS = βS′ for all S and S ′ with c(S) = c(S ′), we

have for all PN ∈ Dn

f(PN) = min
γ∈Γ

[
max{τγ1(PN1), . . . , τγg(PNg), βγ}

]
.

(If:) Let f : Dn → P be a GMMR. We have to show that f is unanimous, strategy-proof,

and group-wise anonymous. Since f is GMMR, it is a MMR (see Definition 2.8). Hence, by

Lemma 2.10, f is strategy-proof and unanimous. To show that f is group-wise anonymous,
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take two group-wise equivalent profiles PN and P′
N , that is, there exists a group-preserving

permutation πN such that P′
N = Pπ(N). Let {βγ}γ∈Γ be the parameters of f . Since PN and P′

N

are group-wise equivalent, for any γ ∈ Γ and any group q ∈ G, we have τγq(PNq) = τγq(PN ′
q
).

Therefore, by the definition of GMMR, f(PN) = f(P′
N). 2

We express a RSCR as a convex combination of DSCRs ϕ1, . . . , ϕq. That is, φ =
∑

w∈W λwφw

where W = {1, 2, . . . , q},
∑

w∈W λw = 1, and for every j ∈ W , 0 ≤ λj ≤ 1 and φj is a DSCR. If

every φj such that λj > 0 is a group min-max rule, such a RSCR is called random group min-

max rule. Next, we prove that random group min-max rules are equivalent to probabilistic

fixed group ballot rules.

Theorem 6.5. Every probabilistic fixed group ballot rule on Dn is also a random group min-max
rule on Dn.

Proof: For every γ ∈ Γ, let Pγ denote the profile where from group q, γq number of voters

have top-ranked projects at p1 and |Nq| − γq number of voters have top-ranked projects at

pm. We call these profiles boundary profiles. Since the outcome of a probabilistic fixed group

ballot rule at any profile is linearly dependent on the outcomes at the boundary profiles (see

[35]), it is sufficient to show that any unanimous and strategy-proof RSCR on the boundary

profiles can be written as a convex combination of unanimous and strategy-proof DSCRs on

the boundary profiles.

Let φ be a unanimous and strategy-proof RSCR defined on these boundary profiles. We

will show that there are unanimous and strategy-proof DSCRs such that φ can be written as

a convex combination of those deterministic rules. More formally, we show that there exist

f1, . . . , fr unanimous and strategy-proof DSCRs and non-negative numbers λs where s ≤ r

with
∑r

s=1 = 1 such that for all γ ∈ Γ,

φpk(P
γ) =

r∑
s=1

λsfspk(P
γ),

for all pk ∈ P . Here fspk(P
γ) = 1 if fs(Pγ) = pk otherwise fspk(P

γ) = 0. Let z =
∑g

q=1 2
|Nq |.

These system of equations can be represented in matrix form as Zλ = d where Z is a zm× r
size matrix of 0− 1, λ is column vector of length r with λs in row s, and d is a column vector

of length zm with φpk(P
γ) in the row corresponding to (γ, k). By Farka’s Lemma, having a

solution to this system of equations is equivalent to show that d′y ≥ 0 for any y ∈ Rzm with

Z ′y ≥ 0 ∈ Rr.

We will prove this by using a network flow formulation of the problem and using the max-

flow min-cut theorem. Consider an arbitrary numbering of γ ∈ Γ, γ1, . . . , γz with γ1 = γ and
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γz = γ. The set of vertices is V = {x, y} ∪ {(Si, j) | i = 1, . . . , z, j = 1, . . . ,m} where x is the

source and y is the sink. The edges are defined as follows:

• For every s ∈ {1, . . . , r}, let Es = {((γi, j), (γi+1, k)) | i = 1, . . . , z − 1, fspj(P
γi) =

fspk(P
γi+1) = 1}.

• There is an edge (x, (γ1, j)) for all j = 1, . . . ,m.

• There is an edge ((γz,j), y) for all j = 1, . . . ,m.

Now the set of edges E is the union of sets Es. We can define a path for every s, it is

defined as Es ∪ {(x, (γ1, j)), ((γz, j′), y) | fsj(Pγ1) = fsj′(P
z) = 1}. Hence, every strategy-proof

deterministic rule has a path from source x to sink y. The capacities of the vertices are defined

as c(γi, j) = φpj(P
γi) and c(x) = c(y) = 1.

A cut is a set of vertices such that every deterministic rule intersects the cut at least once.

Lemma 6.3. The minimum capacity of a cut is equal to 1.

We prove the above lemma in Appendix C.1. By Lemma 6.3 and the max-flow min-cut

theorem, it follows that the maximal flow through the network is 1. Since the total capacity

of the nodes corresponding to any given profile is 1 and every path will intersect one such

node, it must be that the flow through each node in the network will be exactly the capacity

of the node.

We are now ready to complete the proof of the theorem. Consider a maximum flow

through the network. It follows from the definition of the network that each path is deter-

mined by a deterministic strategy-proof rule. Consider such a rule fs. Suppose that Fl(s)

denotes the flow through the path induced by the rule. Since it is a flow, we have Fl(s) ≥ 0,

and hence
r∑
s=1

∑
γ∈Γ

y(γ, r(Γ))Fl(s) ≥ 0. (6.1)

Consider the coefficient of an arbitrary term y(γ, j) at the left-hand side of Equation (6.1).

Note that the total flow through an edge of the network is the sum of the flows through all

paths containing the edge. Hence, the total flow at the vertex (γ, j) in the network is the sum

of the flows through the vertex through all paths containing (γ, j). We have already shown

φpj(P
γ), which yields ∑

γ∈Γ

m∑
j=1

y(γ, j)φpj(P
γ) ≥ 0.

2
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From Theorem 6.1 and Theorem 6.5, it can be concluded that a RSCR is unanimous,

strategy-proof, and group-wise anonymous if and only if it can be expressed as a convex

combination of group min-max rules.

6.7.2 EPC: Weak-GEG and Group-Wise Anonymity

It is evident from Section 6.7.1 that the unanimous, strategy-proof, and group-wise anony-

mous RSCRs are characterized to be convex combinations of group min-max rules. In this

section, we further impose weak-GEG and characterize the random group min-max rules

that are (κG, ψG, ηG)-weak-GEG (Definition 6.10). The characterization intuitively requires

that for any κq-sized interval of ◁ that can be the outcome of ψq under some conditions, the

weightage allotted to DSCRs having both the parameters in the interval is at least ηq whenever

γ corresponding to one of them dominates the other.

Theorem 6.6. A RSCR φ : Dn → ∆P is unanimous, strategy-proof, group-wise anonymous, and
(κG, ψG, ηG)-weak-GEG if and only if it is a random group min-max rule φ =

∑
w∈W λwφw such

that for all q ∈ G, for all γ, γ′ ∈ Γ such that γ ≫ γ′, and for all px ∈ P feasible at (γ′q, γq;ψq),
we have ∑

{w | px⊴βφw
γ′ , β

φw
γ ⊴px+κq−1}

λw ≥ ηq.

Proof: (Only if:) We prove that for a random group min-max rule to satisfy (κG, ψG, ηG)-

weak-GEG, it is necessary that the given condition holds. Consider any q, γ, γ′, and px as given

in the theorem. Since px is feasible at (γ′q, γq;ψq), we know that there exists a profile PNq such

that exactly γ′q voters have their top-ranked projects before px, exactly γq − γ′q voters have

their top-ranked projects in the interval [px, px+κq−1], and ψq(PNq) = [px, px+κq−1]. For every

other group h ∈ G \ {q}, construct an arbitrary profile PNh
such that exactly γ′h voters have

their top-ranked projects before px and exactly γh − γ′h voters have their top-ranked projects

in the interval [px, px+κq−1]. Let the combined preference profile be PN .

Since the fairness requirement of group q is met at PN ,
∑

{w:φw(PN )∈[px,px+κq−1]} λw ≥ ηq.

Consider any w such that φw(PN) ∈ [px, px+κq−1]. Since φw is a group min-max rule, for

any γ̂ ∈ Γ, px ⊴ φw(PN) ⊴ max{τγ̂1(PN1), . . . , τγ̂g(PNg), β
φw

γ̂ }. This implies px ⊴ βφw

γ′ since

τγ′h(PNh
) ◁ px for any h ∈ G. Similarly, since φw is a group min-max rule, there exists γ̂ ∈ Γ

such that max{τγ̂1(PN1), . . . , τγ̂g(PNg), β
φw

γ̂ } = φw(PN). This is not possible if γ̂h > γh for any

h ∈ G since φw(PN) ⊴ px+κq−1 and px+κq−1 ◁ τγh+1(PNh
) by construction. Therefore, there

exists γ̂ such that γ ≫ γ̂ and max{τγ̂1(PN1), . . . , τγ̂g(PNg), β
φw

γ̂ } = φw(PN). By the definition of

group min-max rules, βφw
γ ⊴ βφw

γ̂ . This implies, βφw
γ ⊴ βφw

γ̂ ⊴ φw(PN) ⊴ px+κq−1. Hence, we

have px ⊴ βφw

γ′ and βφw
γ ⊴ px+κq−1.
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(If:) We now prove that any random group min-max rule that satisfies the given condition

also satisfies (κG, ψG, ηG)-weak-GEG. Consider any group q ∈ G and an arbitrary preference

profile PN . Let px = min {ψq(PNq)}. Set γ and γ′ such that for every h ∈ G, γ′h = |i ∈
Nh : ≻i(1) ◁ px| and γh = |i ∈ Nh : ≻i(1) ⊴ px+κq−1|. By construction, γ ≫ γ′. Also, since

ψq(PNq) = [px, px+κq−1], px is feasible at (γ′q, γq;ψq). Thus q, γ, γ′, and px satisfy all the given

conditions.

Consider any group min-max rule φw such that px ⊴ βφw

γ′ and βφw
γ ⊴ px+κq−1. Since

βφw
γ ⊴ px+κq−1 and also τγh(PNh

) ⊴ px+κq−1 for any h ∈ G, max{τγ1(PN1), . . . , τγg(PNg), β
φw
γ } ⊴

px+κq−1. This implies, φw(PN) ⊴ px+κq−1. By construction, px ⊴ τγ′h+1 for any h ∈ G. This

implies, for any γ̂ such that γ̂h > γh for some h ∈ G, px ⊴ max{τγ̂1(PN1), . . . , τγ̂g(PNg), β
φw

γ̂ }.
For any γ̂ such that γ′ ≫ γ̂, since px ⊴ βφw

γ′ , by definition of group min-max rule, px ⊴

βφw

γ̂ and thus, px ⊴ max{τγ̂1(PN1), . . . , τγ̂g(PNg), β
φw

γ̂ }. Therefore, for any γ̂ ∈ Γ, px ⊴

max{τγ̂1(PN1), . . . , τγ̂g(PNg), β
φw

γ̂ }. This implies, px ⊴ φw(PN). Combining this with φw(PN) ⊴

px+κq−1 gives φw(PN) ∈ [px, px+κq−1]. Fairness requirement of the group q is met and this

completes the proof. 2

6.7.3 EPC: Strong-GEG and Group-Wise Anonymity

Here, we characterize the random group min-max rules that are (κG, ψG, ηG)-strong-GEG

(Def. 6.11). Recall the notion of feasibility of a set of projects introduced in Section 6.6.3.

Basically, the following characterization ensures that there cannot be κq consecutive projects

which could be selected by ψq under some conditions and are allotted a probability less than

ηq each.

Theorem 6.7. A RSCR φ : Dn → ∆P is unanimous, strategy-proof, group-wise anonymous, and
(κG, ψG, ηG)-strong-GEG if and only if it is a random group min-max rule φ =

∑
w∈W λwφw such

that for all q ∈ G, for all γ0, γ1, . . . , γκq ∈ Γ such that γκq ≫ . . .≫ γ1 ≫ γ0, and for all px ∈ P
such that {px, px+1, . . . , px+κq−1} is feasible at (γ0, γ1, . . . , γκq ;ψq), there exists t ∈ [0, κq − 1]

such that ∑
{
w | px+t⊴β

φw
γt

, βφw
γt+1⊴px+t

}λw ≥ ηq.

Proof: (Only if:) We first prove that a random group min-max rule satisfies (κG, ψG, ηG)-

strong-GEG only when the given condition is satisfied. Consider any q, γ0, γ1, . . . , γκq , and

px as given in the theorem. Construct a profile PNq such that: (i) For every group Nh, set

the top-ranked projects of exactly γ0h voters before px and those of exactly γi+1
h − γih voters at

px+i for every i ∈ {0, . . . , κq − 1} (ii) ψq(PNq) = [px, px+κq−1]. Note that such construction is

possible since {px, px+1, . . . , px+κq−1} is feasible at (γ0, γ1, . . . , γκq ;ψq).
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Since the fairness requirement of group q is met at PN , there exists t ∈ [0, κq − 1] such

that
∑

{w:φw(PN )=px+t} λw ≥ ηq. Consider any φw such that φw(PN) = px+t.

Since φw(PN) = px+t and φw is a GMMR, px+t ⊴ max{τγt1(PN1), . . . , τγtg(PNg), β
φw

γt }. But we

know that, for any h ∈ G, τγth(PNh
) ⊴ px+t−1 by construction of PN . Therefore, px+t ⊴ βφw

γt .

Since φw(PN) = px+t, there exists γ̂ such that max{τγ̂1(PN1), . . . , τγ̂g(PNg), β
φw

γ̂ } = px+t. This is

not possible if γ̂h > γt+1
h for some h ∈ G since τγt+1

h +1(PNh
) ≻ px+t by the construction of PN .

Thus, γt+1 ≫ γ̂. Since βφw

γ̂ ⊴ px+t, by the definition of group min-max rules, βφw

γt+1 ⊴ px+t.

Thus it is proved that px+t ⊴ βφw

γt and βφw

γt+1 ⊴ px+t.

(If:) Now, we prove the converse direction by considering a random group min-max rule

that satisfies the condition in the theorem. We prove that the rule also satisfies (κG, ψG, ηG)-

strong-GEG. Consider any group q ∈ G and an arbitrary preference profile PN . Let px =

min {ψq(PNq)}. For every h ∈ G, set γ0h = |{i ∈ Nh : ≻i(1) ◁ px}|. For every h ∈ G and

j ∈ {1, . . . , κq}, set γjh = |{i ∈ Nh : ≻i(1) ⊴ px+j−1}|. By the construction, γκq ≫ . . . ≫
γ1 ≫ γ0. Also, {px, px+1, . . . , px+κq−1} is feasible at (γ0, γ1, . . . , γκq ;ψq). Thus, they satisfy all

the required conditions. Therefore, there exists t ∈ [0, κq − 1] such that the condition in the

theorem holds.

Consider any group min-max rule φw such that px+t ⊴ βφw

γt and βφw

γt+1 ⊴ px+t. It is enough

to prove that φw selects px+t.

For any γ such that γh > γth for some h ∈ G, px+t ⊴ τγh(PNh
) by the construction

of γt. Hence for such a γ, px+t ⊴ max{τγ1(PN1), . . . , τγg(PNg), β
φw
γ }. Now consider any

γ such that γt ≫ γ. By definition of group min-max rule, βφw

γt ⊴ βφw
γ . Since px+t ⊴

βφw

γt , px+t ⊴ βφw
γ . Therefore, for any γ ∈ Γ, px+t ⊴ max{τγ1(PN1), . . . , τγg(PNg), β

φw
γ }. To

prove that φw selects px+t, it is now enough to prove that there exists a γ ∈ Γ such that

max{τγ1(PN1), . . . , τγg(PNg), β
φw
γ } = px+t.

Case 1: px+t is the top-ranked project of some voter at PN .

Therefore, there exists a group Nd such that τγt+1
d

(PNd
) = px+t. By the construction of

γt+1, for any h ∈ G, τγt+1
h

(PNh
) ⊴ px+t. We know that βφw

γt+1 ⊴ px+t. Combining all these

observations, we have max{τγt+1
1

(PN1), . . . , τγt+1
g

(PNg), β
φw

γt+1} = px+t.

Case 2: px+t is not a top-ranked project for any voter.

By construction of PN , exactly γt+1
h − γth voters of every group Nh have their top-ranked

project at px+t. Therefore, γt+1 = γt. Since px+t ⊴ βφw

γt and βφw

γt+1 ⊴ px+t, β
φw

γt = βφw

γt+1 = px+t.

Thus, either way, φw(PN) = px+t. 2
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6.8 Individual-Fairness Notions
When each group has exactly one voter (i.e., G = N), clearly, the concept of group-wise

anonymity is not relevant as any RSCR satisfies it trivially. In this case, the most natural and

reasonable compliant representation scenario is that in which every representative function

ψi selects top κi projects of voter i. We now define two fairness notions that are special

cases of our (κG, ψG, ηG)-weak-GEG and (κG, ψG, ηG)-strong-GEG notions where G = N and

the representation scenario is as described above. (κN , ηN)-weak-IEG (weak individual

entitlement guarantee) ensures that the top κi projects of every voter i together receive a

probability of at least ηi while (κN , ηN)-strong-IEG ensures that at least one project in the

top κi projects of each voter i receives a probability of ηi.

Definition 6.14. A RSCR φ satisfies (κN , ηN)-weak-IEG if for any voter i ∈ N and any PN ∈
Dn,

φU(≻i(κi),≻i)(PN) ≥ ηi.

Definition 6.15. A RSCR φ satisfies (κN , ηN)-strong-IEG if for any voter i ∈ N and any
PN ∈ Dn, there exists p ∈ U(≻i(κi) ,≻i) such that

φp(PN) ≥ ηi.

6.9 Direct Characterizations (DC) of Individual-Fair Rules
We may recall from Section 6.4.3.1 that all the unanimous and strategy-proof RSCRs are

characterized to be probabilistic fixed ballot rules whose definition is presented below. Let

S(t;PN) denote {i ∈ N : ≻i(1) ⊴ pt}.

Definition 6.16. A RSCR φ on Dn is said to be a probabilistic fixed ballot rule (PFBR) if there
is a collection {δS}S⊆N of probability distributions satisfying the following two properties:

(i) Ballot Unanimity: δ∅(pm) = 1 and δN(p1) = 1, and

(ii) Monotonicity: for all pt ∈ P , S ⊂ T ⊆ N =⇒ δS([p1, pt]) ≤ δT ([p1, pt])

such that for all PN ∈ Dn and pt ∈ P , we have

φpt(PN) = δS(t;PN )([p1, pt])− δS(t−1;PN )([p1, pt−1]);

where δS(0;PN )([p1, p0]) = 0.
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As interpreted in Observation 6.1, when the groups are singleton, PFBRs and PFGBRs

become equivalent since each element in Γ becomes a n-dimensional binary vector that can

be directly interpreted as a subset of voters. In the subsequent sections, we present direct

characterizations of the probabilistic fixed ballot rules that satisfy (κN , ηN)-weak-IEG and

(κN , ηN)-strong-IEG. For this, we crucially use the characterization results for PFGBRs that

satisfy (κG, ψG, ηG)-weak-GEG (Theorem 6.2) and (κG, ψG, ηG)-strong-GEG (Theorem 6.3).

6.9.1 DC: Weak-IEG

We characterize the probabilistic fixed ballot rules that satisfy our weak-IEG and strong-IEG

notions. The notion of (κN , ηN)-weak-IEG ensures that the top κi projects of a voter i collec-

tively receive a probability of at least ηi. The characterization of rules satisfying this notion

follows as a corollary from Theorem 6.2, where every voter is considered to be a separate

group.

Corollary 6.1. A RSCR φ : Dn → ∆P is unanimous, strategy-proof, and satisfies (κN , ηN)-
weak-IEG if and only if it is a probabilistic fixed ballot rule such that for all S2 ⊆ S1 ⊆ N with
|S1| ≥ 1, for all i ∈ S1 \ S2, and for all x ∈ [1,m− κi + 1], we have

δS1([p1, px+κi−1])− δS2([p1, px−1]) ≥ ηi.

The proof follows from Theorem 6.2 where γ is a binary vector corresponding to the

subset S1, γ′ is a binary vector corresponding to the subset S2, and ψN is fixed to be the

representation scenario that chooses top κi projects for every voter i.

6.9.2 DC: Strong-IEG

The notion of (κN , ηN)-strong-IEG ensures that some project in the top κi projects receives a

probability of at least ηi. Therefore, we ensure that there cannot be κi consecutive projects

which are allotted a probability less than ηi each. The characterization of rules satisfying

this notion follows as a corollary from Theorem 6.3, where every voter is considered to be a

separate group.

Corollary 6.2. A RSCR φ : Dn → ∆P is unanimous, strategy-proof, and satisfies (κN , ηN)-
strong-IEG if and only if it is a probabilistic fixed ballot rule such that for all S2 ⊆ S1 ⊆ N with
|S1| ≥ 1, for all i ∈ S1 \ S2, and for all pt, pu such that pt ◁ pu, it holds that

δS1([p1, pj])− δS2([p1, pj−1])< ηi ∀pj ∈ [pt, pu] =⇒ u− t ≤ κi.
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The proof follows from Theorem 6.3 where γ is a binary vector corresponding to the

subset S1, γ′ is a binary vector corresponding to the subset S2, and ψN is fixed to be the

representation scenario that chooses top κi projects for every voter i.

6.10 Extreme Point Characterizations (EPC) of Individual-

Fair Rules
We may recall from Section 6.4.3.2 that all the unanimous and strategy-proof RSCRs are

characterized to be random min-max rules, which are the convex combinations of min-max

rules defined below.

Definition 6.17. A DSCR f on Dn is a min-max rule if for all S ⊆ N , there exists βS ∈ P

satisfying
β∅ = pm, βN = p1, and βT ⊴ βS for all S ⊆ T

such that
f(PN) = min

S⊆N

[
max
i∈S
{≻i(1) , βS}

]
.

In the subsequent sections, we first present extreme point characterizations of the random

min-max rules that satisfy (κN , ηN)-weak-IEG and (κN , ηN)-strong-IEG. Followed by it, we

also present characterizations of the rules that additionally satisfy another property called

anonymity.

6.10.1 EPC: Weak-IEG

As we saw in Section 6.8, the notion of (κN , ηN)-weak-IEG ensures that the top κi projects of

a voter i collectively receive a probability of at least ηi. Below, we characterize the random

min-max rules that satisfy (κN , ηN)-weak-IEG.

Theorem 6.8. A RSCR φ : Dn → ∆P is unanimous, strategy-proof, and satisfies (κN , ηN)-weak-
IEG if and only if it is a random min-max rule φ =

∑
w∈W λwφw such that for all S1, S2 ⊆ N

with S1 ∩ S2 = ∅ and |S2| ≥ 1, for all i ∈ S2, and for all x ∈ [1,m− κi + 1],∑
{w | px⊴βφw

S1
, βφw

S1∪S2
⊴px+κi−1}

λw ≥ ηi

Proof: (Only if:) We first prove that for a random min-max rule to satisfy (κN , ηN)-weak-

IEG, the above condition must be satisfied. Consider any S1, S2, i, and x as given in the

theorem. Construct a profile PN as follows: (i) U(≻i(κi) ,≻i) = [px, px+κi−1], (ii) ≻j(1) ◁ px for

all j ∈ S1, (iii) ≻j(1) ∈ [px, px+κi−1] for all j ∈ S2, and (iv) px+κi−1 ◁≻j(1) for all j /∈ S1 ∪ S2.
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Since the fairness requirement of voter i is met at PN ,
∑

{w:φw(PN )∈[px,px+κi−1]} λw ≥ ηi.

Consider any w such that φw(PN) ∈ [px, px+κi−1]. Since φw is a min-max rule, for any S ⊆ N ,

maxj∈S{≻j(1) , β
φw

S } ⪰ φw(PN) ⪰ px. This implies βφw

S1
⪰ px since ≻j(1) ◁ px for any j ∈ S1.

Similarly, since φw is a min-max rule, there exists S ⊆ N such that maxj∈S{≻j(1) , β
φw

S } =

φw(PN). For any S ⊈ (S1 ∪ S2), this is not possible since ≻j(1) ≻ px+κi−1 for any j /∈ S1 ∪ S2

and φw(PN) ⊴ px+κi−1. Therefore, there exists S ⊆ (S1 ∪ S2) such that maxj∈S{≻j(1) , β
φw

S } =
φw(PN). By the definition of min-max rules, βφw

S1∪S2
⊴ βφw

S . This implies, βφw

S1∪S2
⊴ βφw

S ⊴

φw(PN) ⊴ px+κi−1. Hence, we have px ⊴ βφw

S1
and βφw

S1∪S2
⊴ px+κi−1.

(If:) Consider any arbitrary voter i. Set S1 = {j ∈ N : ≻j(1) ◁ minU(≻i(κi) ,≻i)} and

S2 = {j ∈ N : ≻j(1) ∈ U(≻i(κi) ,≻i)}. Observe that S1 ∩ S2 = ∅ by construction, and

|S2| ≥ 1 since i ∈ S2. Set x such that px = minU(≻i(κi) ,≻i). Since |U(≻i(κi) ,≻i)| = κi,

x ∈ [1,m− κi + 1]. Hence, S1, S2, i, and x satisfy all the required conditions.

Consider any min-max rule φw such that px ⊴ βφw

S1
and βφw

S1∪S2
⊴ px+κi−1. Since βφw

S1∪S2
⊴

px+κi−1 and also≻j(1) ⊴ px+κi−1 for any j ∈ (S1∪S2) by construction, max
j∈S1∪S2

{≻j(1) , β
φw

S1∪S2
} ⊴

px+κi−1. This implies, φw(PN) ⊴ px+κi−1. By construction, px ◁ ≻j(1) for any j /∈ S1. This

implies, for any S ⊈ S1, px ◁ maxj∈S{≻j(1) , β
φw

S }. Since px ⊴ βφw

S1
, by definition of min-max

rule, px ⊴ βφw

S for any S ⊆ S1. This implies, px ⊴ maxj∈S{≻j(1) , β
φw

S } for any S ⊆ S1.

Therefore, for any S ⊆ N , px ⊴ maxj∈S{≻j(1) , β
φw

S }. This implies, px ⊴ φw(PN). Combining

this with φw(PN) ⊴ px+κi−1 gives φw(PN) ∈ U(≻i(κi) ,≻i). Fairness requirement of i is met

and this completes the proof. 2

6.10.2 EPC: Strong-IEG

As we saw in Section 6.8, the notion of (κN , ηN)-strong-IEG ensures that some project in top

κi projects of a voter i receives a probability of at least ηi. Below, we characterize the random

min-max rules that satisfy (κN , ηN)-strong-IEG.

Theorem 6.9. A RSCR φ : Dn → ∆P is unanimous, strategy-proof, and satisfies (κN , ηN)-
strong-IEG if and only if it is a random min-max rule φ =

∑
w∈W λwφw such that for all S1, S2 ⊆

N with S1 ∩ S2 = ∅ and |S2| ≥ 1, for all i ∈ S2, for all x ∈ [1,m− κi + 1], and for all functions
f : S2 → [px, px+κi−1], at least one of the following conditions holds:

(C1) there exists bt ∈ range(f) such that ∑
{
w | bt⊴βφw

S1∪{j∈S2:f(j)◁bt}
, βφw

S1∪{j∈S2:f(j)⊴bt}
⊴bt

}λw ≥ ηi
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(C2) there exists c ∈ [px, px+κi−1] \ range(f) such that∑
{
w | βφw

S1∪{j∈S2:f(j)⊴u}=c
}λw ≥ ηi,

where u = px−1 if c ◁ min(range(f)), u = px+κi−1 if c ≻ max(range(f)), and else u = pl

such that pl ◁ c ◁ pl+1 and [pl, pl+1] ∩ range(f) = {pl, pl+1}.

Proof: (Only if:) Consider any S1, S2, i, x, and f as given in the theorem. Construct a profile

PN as follows: (i) U(≻i(κi) ,≻i) = [px, px+κi−1], (ii) ≻j(1) ◁ px for all j ∈ S1, (iii) ≻j(1) = f(j)

for all j ∈ S2, and (iv) px+κi−1 ◁ ≻j(1) for all j /∈ S1 ∪ S2. Since the fairness requirement of i

is met at PN , there exists p ∈ [px, px+κi−1] such that
∑

{w:φw(PN )=p} λw ≥ ηi. Consider any φw
such that φw(PN) = p.

Case 1: p ∈ range(f).
Let S = S1 ∪ {j ∈ S2 : f(j) ◁ p}. Since by construction ≻j(1) ◁ px for any j ∈ S1,

maxj∈S{≻j(1)}◁p. Since φw(PN) = p and φw is a min-max rule, p ⊴ maxj∈S{≻j(1) , β
φw

S }. This

implies S ⊴ βφw

S . Since φw(PN) = p, there exists some S ′ ⊆ N such that maxj∈S′{≻j(1) , β
φw

S′ } =
p. This is not possible if S ′ ⊈ S1∪{j ∈ S2 : f(j) ⊴ p} since≻j(1) ≻ p for any j /∈ (S1∪{j ∈ S2 :

f(j) ⊴ p}). So, there exists S ′ ⊆ S1 ∪ {j ∈ S2 : f(j) ⊴ p} such that maxj∈S′{≻j(1) , β
φw

S′ } = p.

This implies, βφw

S′ ⊴ p. By the definition of min-max rule, βφw

S1∪{j∈S2:f(j)⊴p} ⊴ βφw

S′ ⊴ p. Hence,

(C1) holds for bt = p.

Case 2: p /∈ range(f).
Case 2.1: p ◁min(range(f)).

Since φw(PN) = p and φw is a min-max rule, p ⊴ maxj∈S1{≻j(1) , β
φw

S1
}. This implies

p ⊴ βφw

S1
since ≻j(1) ◁ px for any j ∈ S1. Since φw(PN) = p, there exists S ⊆ N such that

maxj∈S{≻j(1) , β
φw

S } = p. Since p ◁ min(range(f)), ≻j(1) ≻ p for any j /∈ S1. Therefore,

S ⊆ S1. Since maxj∈S{≻j(1) , β
φw

S } = p and ≻j(1) ◁ p for any j ∈ S, βφw

S ⊴ p. By the definition

of min-max rule, βφw

S1
⊴ βφw

S ⊴ p. Combining this with p ⊴ βφw

S1
implies (C2) is satisfied with

c = p and u = px−1.

Case 2.2: max(range(f)) ◁ p.

Since φw(PN) = p and φw is a min-max rule, p ⊴ maxj∈S1∪S2{≻j(1) , β
φw

S1∪S2
}. This implies

p ⊴ βφw

S1∪S2
since≻j(1)◁px for any j ∈ S1 and≻j(1)◁max(range(f))◁p for any j ∈ S2. Since φw

is a min-max rule, there exists S ⊆ N such that maxj∈S{≻j(1) , β
φw

S } = p. Since px+κi−1 ◁≻j(1)

for any j /∈ (S1 ∪ S2), there exists S ⊆ (S1 ∪ S2) such that maxj∈S{≻j(1) , β
φw

S } = p. Since

max(range(f)) ◁ p, ≻j(1) ◁ p for any j ∈ S. This implies, βφw

S = p. So, by the definition of

min-max rule, βφw

S1∪S2
⊴ p. Combining this with βφw

S1∪S2
⪰ p implies (C2) is satisfied with c = p
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and u = px+κi−1.

Case 2.3: p lies in between two projects in range(f).

Select bl, bl+1 ∈ range(f) such that bl ◁ p ◁ bl+1 and [bl, bl+1] ∩ range(f) = {bl, bl+1}. Let

S = S1 ∪ {j ∈ S2 : f(j) ⊴ bl}. Since φw(PN) = p and φw is a min-max rule, p ⊴

maxj∈S{≻j(1) , β
φw

S }. This implies p ⊴ βφw

S since ≻j(1) ⊴ bl ◁ p for any j ∈ S. Since

φw(PN) = p, there exists S ′ ⊆ N such that maxj∈S′{≻j(1) , β
φw

S′ } = p. This is not possible

if S ′ ⊈ S since p ◁ bl+1 ⊴ ≻j(1) for all j /∈ S. This implies, there exists S ′ ⊆ S such that

maxj∈S′{≻j(1) , β
φw

S′ } = p. Since ≻j(1) ⊴ bl ◁ p for any j ∈ S, βφw

S′ = p. By the definition of

median rule, βφw

S ⊴ βφw

S′ = p. Combining this with p ⊴ βφw

S implies (C2) is satisfied with c = p

and u = bl.

(If:) Consider any arbitrary voter i. Set S1 = {j ∈ N : ≻j(1) ◁ minU(≻i(κi) ,≻i)} and

S2 = {j ∈ N : ≻j(1) ∈ U(≻i(κi) ,≻i)}. Observe that S1 ∩ S2 = ∅ by construction, and

|S2| ≥ 1 since i ∈ S2. Set x such that px = minU(≻i(κi) ,≻i). Since |U(≻i(κi) ,≻i)| = κi,

x ∈ [1,m − κi + 1]. Define a function f such that f(j) = ≻j(1) for every j ∈ S2. Hence,

S1, S2, i, x, and f satisfy all the required conditions.

suppose (C1) holds for some bt as given. Take a φw such that bt ⊴ βφw

S1∪{j∈S2:f(j)◁bt} and

βφw

S1∪{j∈S2:f(j)⊴bt} ⊴ bt. For any j /∈ (S1 ∪ S2), bt ⊴ px+κi−1 ◁ ≻j(1). For any j ∈ S2 such that

bt ⊴ f(j), bt ⊴ ≻j(1) by construction. From bt ⊴ βφw

S1∪{j∈S2:f(j)◁bt}, any set S ⊆ (S1 ∪ {j ∈
S2 : f(j) ◁ bt}) will have bt ⊴ maxj∈S{≻j(1) , β

φw

S }. Combining all the above together, we

have, for all S ⊆ N , bt ⊴ maxj∈S{≻j(1) , β
φw

S }. Since bt ∈ range(f), there exists j ∈ S2

such that f(j) = bt. Since βφw

S1∪{j∈S2:f(j)⊴bt} ⊴ bt, this implies, maxj∈S{≻j(1) , β
φw

S } = bt for

S = (S1 ∪ {j ∈ S2 : f(j) ◁ bt}). Hence, φw(PN) = bt. Fairness requirement of i is met.

suppose (C2) holds for some c and u as given in the theorem. If u = px−1, S1 ∪ {j ∈ S2 :

f(j) ⊴ u} = S1. Consider any φw such that βφw

S1
= c. Then, maxj∈S1{≻j(1) , β

φw

S1
} = c since

≻j(1) ◁ px for all j ∈ S1 by construction. Since c ◁min(range(f)), c ◁≻j(1) for any j /∈ S1. This

implies, φw(PN) = c. Else if u = px+κi−1, S1 ∪ {j ∈ S2 : f(j) ⊴ u} = S1 ∪ S2. Consider any φw
such that βφw

S1∪S2
= c. Then, maxj∈S1∪S2{≻j(1) , β

φw

S1∪S2
} = c. For any j /∈ S1 ∪ S2, c ◁ ≻j(1) by

construction. This implies, φw(PN) = c. Finally, suppose u = bl. Let S = S1 ∪ {j ∈ S2 : f(j) ⊴

u}. For any j ∈ S, ≻j(1) ⊴ bl ◁ c. Since βφw

S = c, maxj∈S{≻j(1) , β
φw

S } = c. For any j /∈ S,

c ◁ bl+1 ⊴ ≻j(1) by construction. This implies, φw(PN) = c. Hence, c is allocated at least ηi.

Fairness requirement of i is met and this completes the proof. 2

6.10.3 Total Anonymity of the Voters

Up until now, we discussed the rules which are not necessarily anonymous across the groups.

We now look at a more restricted special case where, in addition to groups having exactly one
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voter, anonymity across all the voters is required. This requirement is referred to as anonymity
of RSCR in the literature (i.e., permutation of the preferences of the voters do not change the

outcome). This property is formally defined below. Let Σ be the set of all permutations on N .

For σ ∈ Σ and PN ∈ Dn, we define PσN as (≻σ(1), . . . ,≻σ(n)).

Definition 6.18. A RSCR φ : Dn → ∆P is said to be anonymous if for all PN ∈ Dn and all
σ ∈ Σ, we have

φ(PN) = φ(PσN).

6.10.3.1 EPC: Total Anonymity

All the unanimous, strategy-proof, and anonymous RSCRs are characterized to be random

median rules [71]. In fact, as remarked in Observation 6.1, when a single group has all the

voters, our probabilistic fixed group ballot rules become equivalent to random median rules.

Random median rules are convex combinations of DSCRs called median rules [63]. A median

rule operates by selecting the median of all top-ranked projects of the voters and additional

n+ 1 dummy projects fixed apriori as parameters by the PB organizer.

Definition 6.19. A DSCR f on Dn is a median rule if there are n + 1 (dummy) projects p1 =

βf0 ⊴β
f
1 ⊴ · · ·⊴β

f
n−1⊴β

f
n = pm such that for any profile PN , f selects

med
(
≻1 (1), . . . ,≻n (1), βf0 , β

f
1 , . . . , β

f
n

)
.

Example 6.10. Consider the scenario in Example 6.2. As there are four voters, a median rule φ
must have three parameters as βφ1 = p1, β

φ
2 = p2, and βφ3 = p2 (βφ0 and βφ4 are always fixed at p1

and p3 respectively). The median rule φ selects the median of the set {p1, p3, p2, p3, p1, p1, p2, p2, p3},
which is p2.

A random median rule is a convex combination of median rules. Using this, we now

present an extreme point characterization of the unanimous, strategy-proof, and anonymous

RSCRs that satisfy our (κN , ηN)-weak-IEG and (κN , ηN)-weak-IEG notions.

6.10.3.2 EPC: Weak-IEG and Total Anonymity

The notion of (κN , ηN)-weak-IEG ensures that the top κi projects of a voter i collectively

receive a probability of at least ηi. Our characterization states that for any κi-sized interval I

of P and any r ∈ [0, n−1], the total probability given to the median rules having some element

of I in between their r-th and (r + 1)-th parameters must be at least ηi. Let Iκ denote all the

intervals of size κ. Before we present the characterization, we prove a necessary lemma.
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Lemma 6.4. For any median rule φ, a single-peaked profile PN , and a voter i such that |{j ∈
N | ≻j(1) ⊴ ≻i(1)}| = r,

[
βφn−r, β

φ
n−r+1

]
∩ U(≻i(κi) ,≻i) ̸= ∅ =⇒ φ(PN) ∈ U(≻i(κi) ,≻i).

Proof: If ≻i(1) ∈
[
βφn−r, β

φ
n−r+1

]
, then by the definition of a median rule, φ(PN) = ≻i(1).

Thus, the claim holds. Now suppose ≻i(1) ◁ β
φ
n−r. By the definition of a median rule this

means, φ(PN) ⊴ βφn−r and ≻i(1) ◁ φ(PN). Combining these two observations, we have ≻i(1) ◁

φ(PN) ⊴ βφn−r. Additionally, as
[
βφn−r, β

φ
n−r+1

]
∩U(≻i(κi) ,≻i) ̸= ∅ and≻i is single-peaked with

≻i(1) ◁ β
φ
n−r, it follows that [≻i(1) , β

φ
n−r] ⊆ U(≻i(κi) ,≻i). This, together with ≻i(1) ◁ φ(PN) ⊴

βφn−r, implies φ(PN) ∈ U(≻i(κi) ,≻i).
Finally, suppose βφn−r+1 ◁ ≻i(1). By the definition of a median rule this means, βφn−r+1 ⊴

φ(PN) ◁ ≻i(1). Moreover, as
[
βφn−r, β

φ
n−r+1

]
∩ U(≻i(κi) ,≻i) ̸= ∅ and ≻i is single-peaked with

βφn−r+1 ◁≻i(1), we have [βφn−r+1,≻i(1)] ⊆ U(≻i(κi) ,≻i). All the above observations imply that

φ(PN) ∈ U(≻i(κi) ,≻i). 2

We are now ready to characterize all the fair rules.

Theorem 6.10. A RSCR φ : Dn → ∆P is unanimous, strategy-proof, anonymous, and satisfies
(κN , ηN)-weak-IEG if and only if it is a random median rule φ =

∑
w∈W λwφw such that for all

r ∈ [0, n− 1], all i ∈ N , and all I ∈ Iκi, ∑{
w |
[
βφw
r ,βφw

r+1

]
∩I ̸=∅

}λw ≥ ηi.

Proof: (Only if:) We first show that any random median rule φ =
∑

w∈W λwφw satisfying

(κN , ηN)-weak-IEG also satisfies the condition in the theorem. Take r ∈ {0, . . . , n− 1}, i ∈ N ,

and x ∈ {1, . . . ,m − κi + 1}. Consider a profile P̂N such that (a) the top-ranked project of

exactly n − r − 1 voters is p1, (b) U(≻i(κi) ,≻i) = [px, px+κi−1], and (c) pm is the top-ranked

project of the remaining voters. By the definition of a median rule, for all w ∈ W ,

φw(P̂N) ∈ [βφw
r , βφw

r+1]. (6.2)

Moreover, since φ satisfies (κN , ηN)-weak-IEG, we have∑{
w∈W |φw(P̂N )∈[px,px+κi−1]

}λw ≥ ηi. (6.3)
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Combining Equation (6.2) and Equation (6.3), we have∑{
w∈W |

[
βφw
r ,βφw

r+1

]
∩
[
px,px+κi−1

]̸
=∅
}λw ≥ ηi.

(If:) Suppose a random median φ =
∑

w∈W λwφw satisfies the condition in the theorem.

We show that φ is (κN , ηN)-weak-IEG. Take PN ∈ Dn and a voter i ∈ N . Set r = |{j ∈
N | ≻j(1) ⊴ ≻i(1)}|. Since ≻i is single-peaked, U(≻i(κi) ,≻i) ∈ Iκi. Let U(≻i(κi) ,≻i) =

[pt, pt+κi−1] for some pt ∈ P . This implies t ∈ [1,m − κi + 1]. Moreover, as r ∈ {1, . . . , n},
n− r ∈ {0, . . . , n− 1}. Therefore, by the condition of the theorem, we have∑{

w|
[
βφw
n−r,β

φw
n−r+1

]
∩
[
pt,pt+κi−1

]̸
=∅
}λw ≥ ηi.

By Lemma 6.4,
[
βφw
n−r, β

φw

n−r+1

]
∩U(≻i(κi) ,≻i) ̸= ∅ implies φw(PN) ∈ U(≻i(κi) ,≻i). Combining

these observations together, we have φU(≻i(κi),≻i)(PN) ≥ ηi. Thus, the fairness requirement of

voter i is met. 2

6.10.3.3 EPC: Strong-IEG and Total Anonymity

Our (κN , ηN)-strong-IEG ensures that some project in the top κi projects receives a probability

of at least ηi.

Theorem 6.11. A RSCR φ : Dn → ∆P is unanimous, strategy-proof, anonymous, and (κN , ηN)-
strong-IEG if and only if it is a random median rule φ =

∑
w∈W λwφw such that for all r ∈ [1, n],

all s ∈ [0, n − r], all i ∈ N , all I ∈ Iκi, and all {br, . . . , br+s} ⊆ I with br ⊴ · · · ⊴ br+s, at least
one of the following holds:

(C1) there exists c ∈ {br, . . . , br+s} such that∑
{w | βφw

n−t⊴bt⊴β
φw
n−t+1 for some bt=c}

λw ≥ ηi,

(C2) there exists c ∈ I \ {br, . . . , br+s} such that∑
{w | βφw

n−u=c}

λw ≥ ηi,

where u = r − 1 if c ◁ br, u = r + s if br+s ◁ c, and else u is such that bu ◁ c ◁ bu+1.
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Proof: (Only if:) Let φ =
∑

w∈W λwφw be a (κN , ηN)-strong-IEG random median rule. We

show that it satisfies (C1) and (C2). Take r ∈ [1, n], s ∈ [0, n − r], i ∈ N , I ∈ Iκi, and

{br, . . . , br+s} ⊆ I with br ⊴ · · · ⊴ br+s. Construct a preference profile PN such that (i) p1 is

the top-ranked project of exactly r − 1 voters, (ii) U(≻i(κi) ,≻i) = I, (iii) br, . . . , br+s are the

top-ranked projects of any s + 1 voters including i, and (iv) pm is the top-ranked project of

the remaining voters. Since φ is (κN , ηN)-strong-IEG, there exists a project p ∈ I such that

φp(PN) ≥ ηi. This, together with φ =
∑

w∈W λwφw, implies,∑
{w|φw(PN )=p}

λw ≥ ηi. (6.4)

Suppose p ∈ {br, . . . , br+s}. This means there exist s1, s2 with 0 ≤ s1 ≤ s2 ≤ s such that

br+s1 = · · · = br+s2 = p. Let φ̂ be a median rule such that φ̂(PN) = p. We claim there exists

t ∈ [s1, s2] such that βφ̂n−r−t ⊴ p ⊴ βφ̂n−r−t+1. Suppose not. Then, either βφ̂n−r−s1+1 ◁ p or

p ◁ βφ̂n−r−s2. Assume βφ̂n−r−s1+1 ◁ p. This means p1 ◁ p. Moreover, at least r + s1 − 1 voters have

top-ranked projects before p. Combining these observations with the definition of a median

rule, we have φ̂(PN) ◁ p, which is a contradiction. Similarly, if p ◁ βφ̂n−r−s2, we can show that

p ◁ φ̂(PN). Therefore, there exists t ∈ [s1, s2] such that βφ̂n−r−t ⊴ a ⊴ βφ̂n−r−t+1. This, together

with Equation (6.4), implies ∑
{w | βφw

n−t⊴bt⊴β
φw
n−t+1 for some bt=a}

λw ≥ ηi.

Hence, (C1) holds with c = p.

Now suppose p ∈ I \ {br, . . . , br+s}. This implies either p ∈ [min I, br), or p ∈ (br+s,max I],

or there exists br+t ∈ I such that br+t ◁ p ◁ br+t+1. Suppose p ∈ [min I, br). Since r > 1 implies

there are exactly r − 1 voters with top-ranked projects before I, for any median rule φ with

φ(PN) = p, we have βφn−r+1 = p. This, together with Equation (6.4), implies∑
{w | βφw

n−r+1=p}

λw ≥ ηi,

Thus, (C2) holds for u = r − 1 and c = p. Similarly, if p ∈ (br+s,max I], then (C2) holds for

u = r+ s and c = p. Finally, if there exists br+t ∈ I such that br+t ◁ p ◁ br+t+1, then φw(PN) = p

implies βφw
n−r−t = p. Therefore, (C2) holds for u = r + t and c = p.

(If:) Let φ =
∑

w∈W λwφw be a random median rule such that for all r ∈ [1, n], all s ∈
[0, n − r], all i ∈ N , all I ∈ Iκi, and all {br, . . . , br+s} ⊆ I with br ⊴ · · · ⊴ br+s, at least one
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of (C1) and (C2) holds. We show that φ is (κN , ηN)-strong-IEG. Take a preference profile PN

and an arbitrary voter i. We have to show that

∃p ∈ U(≻i(κi) ,≻i) such that φp(PN) ≥ ηi. (6.5)

Let r = |j ∈ N : ≻j(1) ◁ minU(≻i(κi) ,≻i)| + 1, T = {j ∈ N : ≻j(1) ∈ U(≻i(κi) ,≻i)}, and

s = |T | − 1. Let I = U(≻i(κi) ,≻i). Let br, . . . , br+s be the top-ranked projects of voters in T

(sorted in increasing order, with repetition). Now, for these values, at least one of (C1) and

(C2) holds. Suppose (C1) holds. This means that there exists c ∈ {br, . . . , br+s} such that∑
{w | βφw

n−t⊴bt⊴β
φw
n−t+1 for some bt=c}

λw ≥ ηi.

By the definition of a median rule, for all φ̂ ∈ {φw | w ∈ W and βφw
n−t ⊴ bt ⊴ βφw

n−t+1 for some bt =

c}, we have φ̂(PN) = c. Therefore, by (C1), φc(PN) ≥ ηi. Hence, Equation (6.5) holds. Now

suppose (C2) holds. This means there exists c ∈ U(≻i(κi) ,≻i) \ {br, . . . , br+s} such that∑
{w | βφw

n−u=c}

λw ≥ ηi,

where u = r − 1 if c ◁ br, u = r + s if br+s ◁ c, and else u is such that bu ◁ c ◁ bu+1. First

assume u = r − 1. Since minU(≻i(κi) ,≻i) ⊴ c ◁ br and exactly r − 1 voters have their

top-ranked project before minU(≻i(κi) ,≻i), for any φ ∈ {φw | w ∈ W and βφw

n−p+1 = c},
φ(PN) = c. Hence, Equation (6.5) holds with p = c. Now assume u = r + s where br+s ◁ c.

Since br+s ◁ c ⊴ maxU(≻i(κi) ,≻i) and exactly n− r− s voters have their top-ranked projects

after maxU(≻i(κi) ,≻i), we have for all φ ∈ {φw | w ∈ W and βφw
n−p−q = c}, φ(PN) = c.

Hence, Equation (6.5) holds with p = c. Finally assume, u is such that bu ◁ c ◁ bu+1. Since the

number of voters with their top-ranked projects before c is exactly u, for all φ ∈ {φw | w ∈
W and βφw

n−q = c}, φ(PN) = c. Hence, Equation (6.5) holds with p = c. 2

6.11 Compliant Representation Scenarios Satisfying Addi-

tional Desiderata
Let us recall that a representation scenario ψG is said to be compliant with representative

ranges κG, if every representative function ψq is top-ranged and the outcome of ψq is always

κq-sized interval (Definition 6.9). In this section, we discuss some representation scenarios

that are compliant with κG and also satisfy some additional desirable properties.
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Given a parameter k and the preferences of voters over the projects, the problem of multi-

winner voting is to aggregate these preferences and choose exactly k projects. This is very well

studied in computer science and economics literature [40]. Each representative function ψq

can be viewed as a multi-winner voting rule with parameter κq. Motivated by this, we impose

some well studied properties of multi-winner voting rules on the representative functions

in the representation scenario, in addition to ensuring that it is complaint with κG. The first

property we look at is anonymity, which ensures that the permutation of preferences of voters

in a group does not change the representatives chosen for that group.

Definition 6.20. A representative function ψq : D
|Nq | → 2P is said to be anonymous if for any

permutation π of Nq and PNq ∈ D|Nq |, we have ψq(PNq) = ψq(Pπ(Nq)) where Pπ(N) = (≻π(1)
, . . . ,≻π(n)). A representation scenario is said to be anonymous if ψq is anonymous for every
q ∈ G.

The next property we define requires that for any group Nq and a profile PNq , there exists

a voter whose top ranked project is selected by ψq.

Definition 6.21. A representative function ψq : D|Nq | → 2P is said to be top-containing if for
any PNq ∈ D|Nq |, there exists i ∈ Nq such that ≻i(1) ∈ ψq(PNq). A representation scenario is said
to be top-containing if ψq is top-containing for every q ∈ G.

The next property we look at is candidate monotonicity [36], which requires that for any

group Nq, if a project selected by ψq is shifted forward in the preference of some voter in Nq,

that project should continue to be selected by ψq.

Definition 6.22. A representative function ψq : D|Nq | → 2P is said to satisfy candidate mono-
tonicity if for any P ∈ D|Nq |, p ∈ ψq(P ), and P′ ∈ D|Nq | obtained by shifting p forward in
some preference in P, we have p ∈ ψq(P′). A representation scenario is said to satisfy candidate
monotonicity if ψq satisfies candidate monotonicity for every q ∈ G.

Finally, we introduce the concept of pareto-efficiency, a well-known property that ensures

no voter can be improved without causing a detriment to another voter. To formally define

pareto-efficiency, we need to consider various methods through which a voter can compare

two intervals of projects. We use the term ‘x-comparison’ to denote the specific way in which a

voter compares intervals based on their preferences. The formal definition of pareto-efficiency

is then established in relation to this x-comparison.

Definition 6.23. A representative function ψq : D|Nq | → 2P is said to be pareto-efficient w.r.t. x-
comparison if for every i ∈ Nq and every κq sized interval I of P , it holds that whenever ψq(PNq)
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is preferred over I by voter i w.r.t. x-comparison, we have some voter j ∈ Nq who prefers I over
ψq(PNq) w.r.t. x-comparison. A representation scenario is said to be pareto-efficient if ψq is
pareto-efficient for every q ∈ G.

We examine two types of x-comparisons: b-comparison (also called best comparison) and

lb-comparison (also called lexicographic best comparison). In the case of b-comparison, a

voter favors an interval I over another interval I ′ if the highest-ranked project in I is at

least as desirable as the highest-ranked project in I ′. If the highest-ranked projects in both

intervals are the same, the voter considers both I and I ′ to be equally preferred. On the other

hand, lb-comparison operates similarly to b-comparison, except that two intervals cannot be

considered equally preferred by a voter. Therefore, in the event of a tie between two intervals,

the next highest-ranked projects in the intervals are compared.

Lemma 6.5. A representation scenario ψG is compliant with κG and pareto-efficient w.r.t. b-
comparison or lb-comparison if and only if for every q ∈ G and PNq ∈ D|Nq |, ψq selects a κq-sized
interval I such that I ⊆ [τ1(PNq), τ|Nq |(PNq)] (or [τ1(PNq), τ|Nq |(PNq)] ⊆ I).

Proof: (Only if:) First, we will prove that for pareto-efficiency to hold one of the two

conditions must necessarily be satisfied. For the sake of contradiction, assume that ψq selects

an interval I at PNq such that I and [τ1(PNq), τ|Nq |(PNq)] are not contained in one another. This

implies, exactly one of min{I} ◁ τ1(PNq) and τ|Nq |(PNq) ◁ max{I} holds. We will prove that

pareto-efficiency does not hold. First, suppose min{I} ◁ τ1(PNq) and max{I} ⊴ τ|Nq |(PNq). If

τ|Nq |(PNq) = max{I}, [τ1(PNq), τ|Nq |(PNq)] ⊆ I giving a contradiction. If max{I} ◁ τ|Nq |(PNq),

consider the interval I ′ obtained by shifting I by one position towards τ1(PNq). Clearly, I is

preferred over I ′ by any voter i w.r.t. both b-comparison and lb-comparison. Thus, pareto-

efficiency does not hold. It can be argued similarly for the case with τ|Nq |(PNq) ◁max{I} (we

obtain I ′ by shifting I by one position towards τ|Nq |(PNq)).

(If:) We now prove the sufficiency part. That is, we prove that if one of the two conditions

is satisfied, then the representation scenario is pareto-efficient and compliant. Compliance

with κG follows directly since I is κq sized interval. We will prove that pareto-efficiency is

satisfied w.r.t. b-comparison and lb-comparison. If I ⊆ [τ1(PNq), τ|Nq |(PNq)], shifting I towards

τ1(PNq) will make it less preferable for voter having maximum top-ranked project. Shifting I

towards τ|Nq |(PNq) will make it less preferable for voter having minimum top-ranked project.

Thus, it satisfies pareto-efficiency. Now, suppose [τ1(PNq), τ|Nq |(PNq)] ⊆ I. This implies that

the top-ranked projects of all the voters in Nq are selected as representatives, thereby making

I optimal. Thus, pareto-efficiency is satisfied. 2
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Theorem 6.12. The following representation scenarios are compliant with κG, anonymous, top-
containing, candidate monotone, and pareto-efficient w.r.t. b-comparison and lb-comparison:
for every q ∈ G,

(R1) ψq takes a parameter r ∈ [1, |Nq|] and selects κq consecutive projects starting from τr(PNq).

(R2) ψq selects a κq sized interval that has maximum number of projects in {≻i(1) : i ∈ Nq}
(ties can be broken w.r.t. increasing order of the starting points of the intervals).

(R3) ψq selects a κq sized interval that maximizes the number of voters in Nq whose top ranked
project is in the interval.

(R4) ψq selects κq consecutive projects starting from a project p that maximizes the number of
voters in Nq who rank it at top (i.e., argmax

p∈P
|{i ∈ Nq : ≻i(1) = p}|).

Proof: Anonymity and top-containingness follow from the definitions of the rules. Pareto-

efficiency follows from Lemma 6.5. We now prove candidate monotonicity.

First, consider rule (R1) with parameter r. Suppose the outcome interval is I at PNq . Now

a project p ∈ I is shifted forwards in the preference of a voter i to obtain P′
Nq

. If p is (r − 1)st

top-ranked project in PNq and rth top-ranked project in P′
Nq

, outcome interval at P′
Nq

starts

from p and thus p continues to be selected. Else, the outcome at P′
Nq

continues to be I and p

hence continues to be selected.

Consider rule (R2). Let the outcome interval at PNq be I. A project p ∈ I is shifted

forwards in the preference of a voter i to obtain P′
Nq

. If at P′
Nq

, p /∈ {≻(1) : i ∈ Nq}, then the

outcomes at PNq and P′
Nq

remain the same. Similarly, if p ∈ {≻(1) : i ∈ Nq}, I continues to

win.

Consider rule (R3). Let the outcome interval at PNq be I. Now a project p ∈ I is shifted

forwards in the preference of a voter i to obtain P′
Nq

. The number of voters who rank p at

the top either increases by 1 or remains the same. For the sake of contradiction, assume that

at P′
Nq

, the number of voters having their top-ranked projects in I decreases. This implies

some project in I has been shifted to second position from first, which in turn implies that

the number of voters having their top-ranked project as p increases by 1. Thus, the number

of voters having their top-ranked project in I increases or remains the same.

The proof for (R4) is similar to that of (R1). 2

Note that all the above four representation scenarios give the output ψ1(PN1) = {p1} and

ψ2(PN2) = {p2, p3} in Example 6.8. Please note that these are only some of the representation

scenarios compliant with κG and there can be many more such examples.
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Note: When the groups are singleton (i.e., each group has exactly one voter), the represen-

tation scenario described in Section 6.8 which chooses top κi projects of each voter

i as her representatives is compliant with κN , anonymous, top-containing, pareto-

efficient, and also candidate monotone (representation scenarios in (R1) and (R4)

become equivalent to this since all groups are singleton).

6.12 Examples of Fair Rules
In this section, we present a few simple looking and easily understandable RSCRs that satisfy

(κG, ψG, ηG)-strong-GEG under some specific conditions. All the RSCRs we mention in this

section are expressed as convex combinations of DSCRs. Throughout this section, we denote

min{κG} by κmin and max{ηG} by ηmax.

Case I:
∑
q∈G

ηq ≤ 1 and κmin ≥ m+1
2

If the given condition is satisfied, for any q ∈ G, κq ≥ m+1
2

. Thus, m − κq + 1 ≤ κq and

pm−κq+1 ⊴ pκq . Now, we construct a RSCR that is unanimous, strategy-proof, group-wise

anonymous, and satisfies (κG, ψG, ηG)-strong-GEG. For each q ∈ G, we construct a group

min-max rule ϕq whose parameters are as follows: βqγ = am, βqγ = a1, and for every other

γ ∈ Γ, βqγ ∈ [pm−κq+1, pκq ]. During the construction, it also needs to be ensured that whenever

γ ≫ γ′, βqγ ⊴ βqγ′. One trivial way to do this is to set all the parameters except βqγ and βqγ to the

same project which is in [pm−κq+1, pκq ]. Clearly, there are many other trivial ways to achieve it

(start setting a few parameters to pκq and progressively move towards pm−κq+1 as the γ gets

dominant).

Consider the RSCR
∑

q∈G ηqϕq. Take any q, γ0, γ1, . . . , γκq , and px as used in Theorem 5.6.

Let I = {px, . . . , px+κq−1}. Since |I| = κq, min{I} ⊴ pm−κq+1 and pκq ⊴ max{I}. Since

m − κq + 1 ≤ κq and pm−κq+1 ⊴ pκq . Therefore, [pm−κq+1, pκq ] ⊆ I. By the construction of

ϕq, for any γ other than γ and γ, βqγ ∈ [pm−κq+1, pκq ]. Number of projects in [pm−κq+1, pκq ] is

strictly lesser than κq. Therefore, among γ1, . . . , γκq , at least two consecutive values should

have the same parameter from [pm−κq+1, pκq ]. Let the value of this parameter be pj. Clearly

j ≥ x since x ≤ m− κq +1. Therefore, the condition in Theorem 6.7 is satisfied for t = j − x.

Case II: ⌊ m
κmin

⌋ · ηmax ≤ 1

Let r be the reminder when m is divided by κmin. That is, r = m− κmin⌊ m
κmin
⌋. We select any

d ∈ [κmin − r + 1, κmin]. For each i ∈ [0, ⌊ m
κmin
⌋ − 1], we construct a group min-max rule ϕi

whose parameters are as follows: βiγ = pm, βiγ = p1, and for every other γ ∈ Γ, βiγ = pd+iκmin
.
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Consider the RSCR
∑

i ηmaxϕi. Take any q, γ0, γ1, . . . , γκq , and px as used in Theorem 5.6.

Let i = ⌈ x
κmin
⌉. Since |{px, . . . , px+κq−1}| = κq ≥ κmin, by definition, x ≤ d+ iκmin ≤ x+κq−1.

Let d + iκmin = x + t where t ∈ [0, κq − 1]. Clearly, the condition in Theorem 6.7 is satisfied

for this t.

Case III: ηmax ≤ 1
n
, κmin <

m+1
2 , and ψG is top-containing

Recall Definition 6.21. Let us define a function s : Γ → [0, n] as s(γ) =
∑

q∈G γq. Clearly,

s(γ) = n only when γ = γ, and s(γ) = 0 only when γ = γ. For each i ∈ [1, n], we construct

a group min-max rule ϕi whose parameters are as follows: βiγ = pm, βiγ = p1, and for every

other γ ∈ Γ, βiγ ≤ pκmin
if s(γ) ≥ i and βiγ ≥ pm−κmin+1 otherwise. During this construction, it

can be easily ensured that whenever γ ≫ γ′, βqγ ⊴ βqγ′ (similar to Case I).

Consider the RSCR
∑

i
1
n
ϕi. Take any q, γ0, γ1, . . . , γκq , and px as used in Theorem 5.6.

Since κmin < m+1
2

, pκmin
◁ pm−κmin+1. We know that [px, px+κq−1]∩ [pκmin

, pm−κmin+1] ̸= ∅. Since

ψq is top-containing, γκq ̸= γ0. Let T = s(γκq). Consider the DSCF φT . By construction,

βφT

γκq ⊴ pκmin
and pm−κmin+1 ⊴ βφT

γ0 . Since γκq ≫ . . . ≫ γ1 ≫ γ0, we can conclude that there

exits t ∈ [0, κq − 1] such that βφT

γt+1 ⊴ px+t ⊴ βφT

γt . Therefore, the condition in Theorem 6.7 is

satisfied for this t.

6.13 Conclusion and Discussion
This chapter studies the case where costs of the projects are totally flexible and each project

can be allocated any amount. We normalize the budget to be 1, thereby making our par-

ticipatory budgeting problem equivalent to random social choice problem. A random social

choice rule aggregates the preferences of voters and outputs a probability distribution over

the projects as an outcome. Probability corresponding to each project may be interpreted as

the fraction of budget allocated to the project. We propose fairness notions for both individ-

uals and groups and characterize all random social choice rules that satisfy these properties

in addition to other desiderata pursued in the literature.

We consider the model where there exists a natural partition of voters into groups based

on attributes such as gender, race, economic status, and location. The goal is to be fair to

each of these groups. We propose the notion of group-wise anonymity to ensure fairness

within each group and the notions of weak-GEG and strong-GEG to ensure fairness across

the groups. The proposed group-fairness notions are generalizations of existing individual-

fairness notions and moreover provide non-trivial outcomes for strictly ordinal preferences,

unlike the existing group-fairness notions. We characterize all the unanimous and strategy-

proof social choice rules, both deterministic and random, that satisfy the three proposed
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notions. For the random rules, we give direct characterizations as well as extreme point

characterizations (in which we express random rules as convex combinations of deterministic

rules). We also give simpler characterizations for the special case where each group has

only one voter and finally illustrate a few examples of families of fair rules under certain

conditions.

It will be interesting to see how the rules satisfying weak-GEG and strong-GEG are struc-

tured in the domains beyond single-peakedness. Another promising question is to identify

some tractable group-fair rules for cases that are not covered in Section 6.12.
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Chapter 7

Summary and Future Directions

In this thesis, we studied participatory budgeting (PB), which is a voting paradigm to dis-

tribute a divisible resource called budget, among several projects, by aggregating the prefer-

ences of voters over the projects.

Preferences of voters could be elicited in two ways: (i) dichotomous preferences, where

every voter approves/likes a subset of projects (ii) ordinal preferences, where every voter

reports a strict/weak ranking of the projects. The amount that needs to be allocated to each

project is referred to as its cost, and there are various approaches to imposing constraints on

these costs: (i) the restricted cost model, which assigns a fixed cost value to each project, and

(ii) the flexible cost model, which allows for multiple permissible cost values for each project.

The contributions of this thesis are presented in two parts. In Part I, we studied participa-

tory budgeting under dichotomous preferences. Chapter 3 in this part studies the restricted

costs model, while the Chapter 4 studies the flexible costs model. In Part II of this thesis, we

studied participatory budgeting under ordinal preferences. Chapter 5 in this part studies the

restricted costs model, while the Chapter 6 studies the flexible costs model. In summary, this

thesis introduced a multitude of fresh PB rules for the four considered PB models, along with

a range of novel utility notions, axiomatic properties, and fairness notions.

7.1 Summary of the Contributions

7.1.1 Part I: Dichotomous Preferences

7.1.1.1 Chapter 3: Restricted Costs: Egalitarian Participatory Budgeting

We introduced the egalitarian rule, Maxmin Participatory Budgeting (MPB), that maximizes

the egalitarian welfare and conducted a thorough computational and axiomatic analysis of
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the same.

On the computational front, we demonstrated that MPB is strongly NP-hard and identified

special cases where the problem becomes tractable. As a part of this, we introduced two novel

parameters to study fixed parameter tractability of MPB. We also proposed a LP-rounding

based approximation algorithm and empirically proved that it gives optimal outcome in real-

world. We proved that all these results carry over to minmax objective with minimal changes.

We bounded the loss in approximation guarantee incurred due to strategy-proofness. On the

axiomatic front, we analysed MPB with respect to existing axioms and also the novel fairness

axiom, maximal participation, introduced by us.

7.1.1.2 Chapter 4: Flexible Costs: Welfare Maximization when Projects have Multiple

Degrees of Sophistication

We studied PB under dichotomous preferences when the project costs are partially flexible.

We introduced a generalization of dichotomous preferences, called ranged dichotomous pref-

erences, where each voter approves a range of costs for each project. We generalized two

utility notions defined for PB under restricted costs to our model. We also proposed two

other utility notions unique to our model. We analyzed all the corresponding utilitarian wel-

fare maximizing rules computationally and axiomatically.

Our computational part strengthened all the existing positive results, and also introduced

several new parameterized tractability results (FPT, parameterized FPTAS) by introducing

and studying novel parameters. On the axiomatic front, we introduced several axioms for

our model with ranged approval votes and investigated their satisfiability by our utilitarian

PB rules. We concluded that two of our rules, R|S| and R∥ ∥, exhibit remarkable axiomatic

performance.

7.1.2 Part II: Ordinal Preferences

7.1.2.1 Chapter 5:Restricted Costs: Welfare Maximization and Fairness under Incom-

plete Weakly Ordinal Preferences

We studied PB under incomplete weakly ordinal preferences and investigated utilitarian wel-

fare maximization and fairness. For the welfare maximization, we extended the existing

rules in the literature on dichotomous preferences and strictly ordinal preferences to propose

a new family of rules called dichotomous translation rules and a rule called the PB-CC rule.

We proved that our extensions perform as good as, and even better than, their parent rules.

For the fairness, we identified some major drawbacks suffered by the existing fairness notions

and proposed two families of rules, average rank guarantee rules and share guarantee rules,
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that fill this gap. We studied the computational complexity of these families of rules.

7.1.2.2 Chapter 6: Flexible Costs: Characterization of Group-Fair and Individual-Fair

Rules under Single-Peaked Preferences

We studied PB under strictly ordinal single-peaked preferences for the case where costs of the

projects are totally flexible and each project can be allocated any amount. We normalize the

budget to be 1, thereby making our participatory budgeting problem equivalent to random

social choice problem. A random social choice rule aggregates the preferences of voters and

outputs a probability distribution over the projects as an outcome. Probability corresponding

to each project may be interpreted as the fraction of budget allocated to the project. We

assume that the voters are partitioned into groups and defined three novel group-fairness no-

tions: (i) group-wise anonymity (ii) weak group entitlement guarantee (weak-GEG) and (iii)

strong group entitlement guarantee (strong-GEG). We characterized all random social choice

rules that satisfy these properties in addition to other desiderata pursued in the literature.

We also studied a special case where every voter is considered to be a group in its own right,

and characterized all the individually-fair rules.

7.2 Open Research Directions

7.2.1 Dichotomous Preferences and Restricted Costs

Utilitarian welfare and fairness objectives are well studied in the literature. This thesis stud-

ies the maxmin and minmax objectives for egalitarian welfare maximization. Going further,

studying leximin objective is an interesting direction. Our focus also extends to addressing

intractability through the use of FPT and the design of approximation algorithms. A promis-

ing avenue lies in identifying special structures within instances that render our objectives

polynomial time tractable.

7.2.2 Dichotomous Preferences and Flexible Costs

This thesis initiated the investigation into utilitarian welfare maximization in the partially

flexible costs model, marking the initial stride in this direction. Moving forward, exploring

rules that optimize egalitarian welfare within this model holds significant potential. Investi-

gating the impact of strategic agents is also a promising direction. Additionally, formulating

novel fairness axioms that are relevant to this model and identifying participatory budgeting

rules that satisfy these axioms present captivating avenues for further exploration.
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7.2.3 Ordinal Preferences and Restricted Costs

This thesis introduced various families of PB rules under incomplete weakly ordinal pref-

erences with the goals of maximizing utilitarian welfare and achieving fairness. Regarding

utilitarian welfare, exploring new utility notions or approaching utility as a multi-objective

problem hold promise as future directions. In terms of fairness, investigating tractable special

cases with structured preferences would be interesting since the proposed ARSG rules were

shown to be computationally hard. Additionally, studying manipulability of the proposed

rules and egalitarian welfare optimization in the context of PB under incomplete weakly or-

dinal preferences are other avenues for future research.

7.2.4 Ordinal Preferences and Flexible Costs

This thesis provided characterizations of group-fair and individual-fair rules in the single-

peaked domain. Exploring the behavior of these rules beyond the single-peaked domain

poses an interesting avenue for future research. Another intriguing question arises when

considering the possibility of relaxing the constraints of unanimity or strategy-proofness in

characterizing fair rules. Finding tractable fair rules for scenarios not covered in this thesis

would be highly valuable. Additionally, the pursuit of characterizing rules that maximize

utilitarian welfare or egalitarian welfare presents an open and promising direction for further

investigation.
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Appendix

A Restricted Costs: Egalitarian Participatory Budgeting

A.1 Minmax Objective

We define the disutility of a voter to be b−ui(S). This notion effectively handles the scenarios

where the voter, being a taxpayer and contributor to the budget, pays a fixed amount irre-

spective of the cost of its approval vote. The voter expects superior projects (which it believes

are worth the tax paid) to be proposed and also to be selected. Unsatisfactory proposals or

non-funded approved projects make a voter unhappy. In such a scenario, it is reasonable to

assume that every dollar of the budget not used for approved projects causes disutility to the

voter since it amounts to a waste.

The egalitarian goal now is to minimize the disutility of the voter with maximum disutility.

From the objective function, it is clear that minimizing maximum disutility is equivalent to

maximizing minimum utility. However, the approximation results do not transfer. To derive

the approximation guarantee of our algorithm ORDERED-RELAX, we first formulate the ILP.

min q

subject to q ≥ b−
∑
p∈Ai

c(p)xp ∀i ∈ N (8.1)∑
p∈P

c(p)xp ≤ b

xp ∈ {0, 1} ∀p ∈ P (8.2)

q ≥ 0

We consider the LP-relaxation for minimax objective by relaxing Equation (8.2) to 0 ≤
xp ≤ 1. Now, again consider the same ORDERED-RELAX algorithm: Solve the relaxed LP to
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get (q∗, x∗). Let S = ∅ be the initial outcome. Add the project with the highest value of c(p)x∗p
to S, followed by the one with the second highest value and so on till the next project does

not fit.

Theorem 8.1. The algorithm ORDERED-RELAX achieves an approximation guarantee of
(
2− 1

ho

)
for HCBP instances for the objective of minimizing the maximum disutility.

Proof: We obtain the below step following the steps similarly as in the proof of Theorem 3.7:

∑
p∈Ai

c(p)x∗p ≤
b+ |S|−|Yi|

|Ai|−|Yi| ui(S)

|S|−|Yi|
|Ai|−|Yi| + 1 b− ui(S)

1 +
(

|Ai|−|Yi|
|S|−|Yi|

)
 ≤ b−

∑
p∈Ai

c(p)x∗p (8.3)

Let j = argmaxi (b− ui(S)) and the maximum disutility achieved by ORDERED-RELAX be

ALG = b− uj(S). Let OPT be the value of the maximum disutility in the optimal solution of

MPB objective. Since the optimal solution also belongs to the feasible region of the relaxed LP,

we know that q∗ ≤ OPT. From Equation (8.1), we know that q∗ ≥ b−
∑
p∈Aj

c(p)x∗p. Combining

these, we have,

OPT ≥

 b− ui(S)

1 +
(

|Ai|−|Yi|
|S|−|Yi|

)


ALG ≤
(
1 +

(
|Ai| − |Yi|
|S| − |Yi|

))
OPT

≤
(
2− |S| − |Aj|
|S| − |Yj|

)
OPT

Since Yj ⊆ S, |S| − |Yj| ≤ |S| ≤ ho. Since the instance satisfies HCBP, |S| ≥ lo > hA ≥ |Aj|.
Therefore |S| > |Aj|, which implies |S| − |Aj| ≥ 1. Therefore, |S|−|Aj |

|S|−|Yj | ≥
1
ho

and ALG ≤(
2− 1

ho

)
· OPT 2

Note: It is worth highlighting that all the other results in Chapter 3, except Theorem 3.8,

hold also for minmax objective, without changes. Axiomatic results and hardness

results follow by their definition. Section 3.4.2 also follows from the same proofs

since the number of constraints or variables or the coefficients in the ILP remain same

for both maxmin and minmax objectives.



B Restricted Costs: Welfare Maximization and Fairness un-

der Incomplete Weakly Ordinal Preferences

B.1 Axiomatic Analysis of Dichotomous Translation Rules with Cost-

Worthy Translation Scheme

Next, we look at the axiomatic analysis. Proofs for the axioms in Section 5.3.3.3 follow

without any changes.

Theorem 8.2. When f(S) = |S|, the rule ⟨CT, f⟩ satisfies all the properties mentioned in
Table 5.1 except limit monotonicity. It satisfies limit monotonicity if and only if α(1) < α(m)+2.

Proof:

(a) Splitting Monotonicity: The proof is exactly the same as (a)-(i) in Theorem 5.5, except

for the argument that for any x1 ∈ X, if x ∈ Ai in I, then x1 ∈ Ai in I′. This follows for

CT scheme since all the projects in X cost lesser than x. Thus, splitting monotonicity is

satisfied.

(b) Discount Monotonicity: This follows since the set of approved projects of each voter

in both I and I′ remain the same. Thus, discount monotonicity is satisfied.

(c) Limit Monotonicity: First, let us consider the case where α(1) < α(m) + 2. Without

loss of generality, assume that the first few entries in the worth vector are α(m) + 1

and the remaining are α(m). Consider the rule ⟨Cα, f⟩. Suppose f(S) = |S|. Take an

instance I with budget b, and a project x ∈ Φ(⟨Cα, f⟩, I). Construct I′ by increasing the

budget to b + 1. Since P and costs are unchanged, the score of any S is the same in

both I and I′. Consider any set S ′ ∈ ⟨Cα, f⟩(I′) and any set Sx ∈ ⟨Cα, f⟩(I) such that

x ∈ Sx. For the sake of contradiction, assume Sx /∈ ⟨Cα, f⟩(I′). So, there exists a ∈ S ′

and b ∈ Sx such that score(a) > score(b). However, since Sx ∈ ⟨Cα, f⟩(I), (Sx \{b})∪{a}
must not be feasible in I (else, it would have strictly more utility than Sx). Hence,

c(Sx) + c(a) − c(b) > b. Since c(Sx) ≤ b, this implies, c(b) < c(a). The score of any

project whose cost is at most α(m) is n. The score of any project whose cost is greater

than α(m)+1 is 0. The score of any project whose cost is exactly α(m)+1 will belong to

[0, n]. Since score(a) > score(b), one of these holds: (i) c(a) ≤ α(m) and c(b) ≥ α(m)+1

(ii) c(a) = α(m) + 1 and c(b) ≥ α(m) + 1. That is, c(a) ≤ α(m) + 1 and c(b) ≥ α(m) + 1.

This contradicts c(b) < c(a). Thus, limit monotonicity is satisfied.



Now, let us look at the case where α(1) ≥ α(m) + 2. Construct an instance I as follows:

budget b = α(1) + α(2) − 1, set of projects P = {p1, . . . , pm}, two voters have rankings

p1 ≻ . . . ≻ pm and p1 ≻ p2 ≻ pm ≻ p4 . . . ≻ pm−1 ≻ p3 respectively. Set c(pi) as α(i) if

i ∈ {1, 2} and as α(i) + 1 otherwise. Note that no project in P costs exactly b + 1. This

is because, for any project pi such that i /∈ {1, 2}, c(pi) = α(i) + 1. Assume that this is

equal to b+ 1, i.e., α(1) + α(2)− α(i) = 1. Since α(2) ≥ α(i) ≥ 0, this implies α(1) = 1.

This contradicts α(1) ≥ α(m) + 2. Also, note that p1 and p2 have a score of 2 each while

pm might have a score of 1. All other projects have a score of 0.

Consider the set {p2, pm}. We know that c({p2, pm}) = α(2) + α(m) + 1. Since α(m) ≤
α(1)− 2, c({p2, pm}) ≤ b. Since {p1, p2} is infeasible, score of {p2, pm} is optimal. There-

fore, {p2, pm} ∈ ⟨Cα, f⟩(I) and pm ∈ Φ(⟨Cα, f⟩, I). Now, construct an instance I′ by

increasing b to α(1)+α(2). Now, {p1, p2} is feasible and has the optimal maximum score

of 4. Hence, pm /∈ Φ(⟨Cα, f⟩, I′) and limit monotonicity is not satisfied.

(d) Inclusion Maximality: This follows from the fact that |S| is subset monotone. In other

words, utility from a set S is at least as much as the utility from a subset of S. Thus,

inclusion maximality is satisfied.

(e) Candidate Monotonicity: Depending on α(j), α(j − 1), c(x), and c(x′), x will be ap-

proved by the same voters and possibly by one more voter. Likewise, x will be approved

by the same number of voters or possibly by exactly one voter less than that number.

The scores of all other projects will remain the same in I′. Since x ∈ Φ(⟨Cα, f⟩, I), there

exists Sx ∈ ⟨Cα, f⟩(I) such that x ∈ Sx. By definition, the utility of any set is the sum

of scores of all projects in that set. Hence, some set containing x will continue to win.

Therefore, x ∈ Φ(⟨Cα, f⟩, I′). Thus, candidate monotonicity is satisfied.

(f) Non-Crossing Monotoncity: The proof is exactly same as that of Theorem 5.10.

(g) Pro-Affordability: Proof is exactly same as that of (a)-(ii) in the proof of Theorem 5.14.

This completes the proof. 2

Theorem 8.3. When f(S) = c(S), the rule ⟨CT, f⟩ satisfies all the properties mentioned in
Table 5.1 except discount monotonicity, limit monotonicity, and pro-affordability. It satisfies
limit monotonicity and pro-affordability if and only if α(1) ≤ 1.

Proof:



(a) Splitting Monotonicity: The proof is exactly the same as (a)-(ii) in Theorem 5.5, except

for the argument that for any x1 ∈ X, if x ∈ Ai in I, then x1 ∈ Ai in I′. This follows for

CT scheme since all the projects in X cost lesser than x. Thus, splitting monotonicity is

satisfied.

(b) Discount Monotonicity: Consider an instance I with budget b = α(1), projects P =

{p1, p2, d1, . . . , dm−2} such that c(p1) = c(p2) = α(1) and for any i ∈ {1, . . . ,m − 2}
c(di) = α(i+ 2) + 1. Let there be two voters with preferences p1 ≻1 p2 ≻1 d1 ≻1 . . . ≻1

dm−2 and p2 ≻2 p1 ≻1 d1 ≻1 . . . ≻1 dm−2 respectively. Then, Φ(⟨Cα, f⟩, I) = {p1, p2}.
However, if c(p1) is reduced by 1, ⟨Cα, f⟩(I′) = {{p2}} and p1 /∈ Φ(⟨Cα, f⟩, I′). Thus,

discount monotonicity is not satisfied.

(c) Limit Monotonicity: First, we look at the case where α(1) ≤ 1. The translation scheme

selects only unit cost projects into each Ai and increasing b won’t change it.

Finally, we look at the case where α(1) > 1. Consider an instance I with b = 2α(1)− 2.

Say there are three projects {p1, p2, p3} respectively costing {α(1) , α(1)−1, 1}. Say there

are m−3 projects d1, . . . , dm−3 such that c(di) = α(i+ 1)+1. Say there is only one voter

and her ranking is {p1, p2, p3} ≻ d1 ≻ . . . ≻ dm−3. Then, ⟨Cα, f⟩(I) = {{p1, p3}}. If the

budget is increased by 1 to get I′, ⟨Cα, f⟩(I′) = {{p1, p2}}. Hence, p3 /∈ Φ(⟨Cα, f⟩, I′).
Thus, limit monotonicity is not satisfied.

(d) Inclusion Maximality: This follows from the fact that c(S) is subset monotone. In other

words, utility from a set S is at least as much as the utility from any subset of S. Thus,

inclusion maximality is satisfied.

(e) Candidate Monotonicity: Depending on α(j), α(j − 1), c(x), and c(x′), x will be ap-

proved by the same voters and possibly by one more voter. Likewise, x will be approved

by the same number of voters or possibly by exactly one voter less than that number.

The scores of all other projects will remain the same in I′. Since x ∈ Φ(⟨Cα, f⟩, I), there

exists Sx ∈ ⟨Cα, f⟩(I) such that x ∈ Sx. By definition, the utility of any set is the sum

of scores of all projects in that set. Hence, some set containing x will continue to win.

Therefore, x ∈ Φ(⟨Cα, f⟩, I′). Thus, candidate monotonicity is satisfied.

(f) Non-Crossing Monotoncity: The proof is exactly same as that of Theorem 5.10.

(g) Pro-Affordability: The case of α(1) ≤ 1 is trivial since all the approved projects for each

voter cost at most 1 and there cannot be any project whose cost is lesser than 1.



Finally, consider the case where α(1) > 1. Take any arbitrary voter i. If ri(x′) < yi(Sx) ≤
ri(x), then yi(S

′) < yi(Sx). Else, yi(S ′) = yi(Sx). Hence, utility of S ′ is at least that of Sx.

Since Sx ∈ ⟨Cα, f⟩(I), S ′ ∈ ⟨Cα, f⟩(I).

This completes the proof. 2

Theorem 8.4. When f(S) = 1(|S| > 0), the rule ⟨CT, f⟩ satisfies all the properties mentioned in
Table 5.1 except limit monotonicity and non-crossing monotonicity. It satisfies limit monotonicity
if and only if α(1) < α(m) + 2 and non-crossing monotonicity if and only if α(1) = α(m).

Proof:

(a) Splitting Monotonicity: The proof is exactly the same as (a)-(iii) in Theorem 5.5,

except for the argument that for any x1 ∈ X, if x ∈ Ai in I, then x1 ∈ Ai in I′. This

follows for CT scheme since all the projects in X cost lesser than x. Thus, splitting

monotonicity is satisfied.

(b) Discount Monotonicity: This follows since the set of approved projects of each voter

in both I and I′ remain the same. Thus, discount monotonicity is satisfied.

(c) Limit Monotonicity: First, let us consider the case where α(1) < α(m) + 2. Without

loss of generality, assume that the first few entries in the worth vector are α(m) + 1 and

the remaining are α(m). Consider the rule ⟨Cα, f⟩. Suppose f(S) = 1(|S| > 0). If there

is any project costing at most α(m), it covers all the voters and the claim follows. If

Cα selects only projects costing α(m) + 1 into each Ai, increasing b won’t change the

outcome. Thus, limit monotonicity is satisfied.

Now, let us look at the case where α(1) ≥ α(m)+2. Suppose we have an instance I with

b = 2α(1)− 1. Let {p1, p2, p3} be projects respectively costing {α(1)− 1, α(1) , α(1)}. Let

{d1, . . . , dm−3} be projects such that c(di) = α(i+ 1) + 1. Let there be six voters such

that the ranking of one voter is p1 ≻ d1 ≻ . . . ≻ dm−3 ≻ p2 ≻ p3, ranking of two

voters is p2 ≻ d1 ≻ . . . ≻ dm−3 ≻ p3 ≻ p1, and ranking of remaining three voters is

p3 ≻ d1 ≻ . . . ≻ dm−3 ≻ p2 ≻ p1. Clearly, ⟨Cα, f⟩(I) = {{p1, p3}}. If we increased

budget by 1 to get I′, then ⟨Cα, f⟩(I′) = {{p2, p3}}. Thus, p1 /∈ Φ(⟨Cα, f⟩, I′) and limit

monotonicity is not satisfied.

(d) Inclusion Maximality: This follows from the fact that 1(|S| > 0) is subset monotone.

In other words, utility from a set S is at least as much as the utility from any subset of

S. Thus, inclusion maximality is satisfied.



(e) Candidate Monotoncity: Utility of a set S is the number of voters who have some

project of S ∈ Ai. Utility of any Sx ∈ ⟨Cα, f⟩(I) increases by 1 in I′ (when x is the only

project in Sx in Ai) or remains the same, otherwise. Similarly, the utility of any set

without x stays the same or decreases by 1 in I′. Therefore, x ∈ Φ(⟨Cα, f⟩, I′). Thus,

candidate monotonicity is satisfied.

(f) Non-Crossing Monotonicity: First, we look at the case where α(1) = α(m). Let α(1) =

Q. All the voters approve all and only the projects whose cost is at most Q. Hence,

the outcome is independent of the ranks of the projects in the preferences and thus,

non-crossing monotonicity is satisfied.

Now, consider the case where α(1) > α(m). This implies that there exists some t ∈
{1, . . . ,m} such that α(t) > α(t+ 1). Consider an instance I with budget b = α(1)+α(t)

and a set of projects P = {p1, . . . , p5, d1, . . . , dm−5} whose costs are as follows: c(p1) =

c(p4) = α(1); c(p2) = c(p3) = α(t); c(p5) = α(1)+α(t); for every i ∈ {1, . . . , t−2} c(di) =
α(i+ 1)+1; for every i ∈ {t−1, . . . ,m−5}, c(di) = α(i+ 3)+1. Suppose we have three

voters whose preferences are (1) p1 ≻ d1 ≻ . . . ≻ dt−2 ≻ p2 ≻ p3 ≻ dt−1 ≻ . . . ≻ dm−5 ≻
p5 ≻ p4 (2) p4 ≻ d1 ≻ . . . ≻ dt−2 ≻ p2 ≻ p3 ≻ dt−1 ≻ . . . ≻ dm−5 ≻ p5 ≻ p1 and (3)

p5 ≻ d1 ≻ . . . ≻ dt−2 ≻ p3 ≻ p2 ≻ dt−1 ≻ . . . ≻ dm−5 ≻ p4 ≻ p1. Since α(t) > α(t+ 1),

Algorithm 5.2 gives A1 = {p1, p2}, A2 = {p4, p2}, A3 is either {p5, p3} or {p3}. Hence, the

outcome of ⟨Cα, f⟩ with f(S) = 1(|S| > 0) is {{p1, p2}, {p1, p3}, {p4, p2}, {p4, p3}} since

each of these sets has an utility of exactly 2. Now, let S = {p1, p3}. See that p2 /∈ S.

Exchange p2 and p3 in the first preference to obtain new instance I′. In I′, {p3, p4} has a

strictly better utility than S and hence S /∈ ⟨Cα, f⟩(I′). Thus, non-crossing monotonicity

is not satisfied.

(g) Pro-Affordability: Proof is exactly same as that of (a)-(ii) in the proof of Theorem 5.14.

This completes the proof. 2

C Flexible Costs: Characterization of Group-Fair and Individual-

Fair Rules under Single-Peaked Preferences

C.1 Proof of Lemma 6.3

Take a cut C. Note that if C contains either x or y then c(C) ≥ 1. So, assume C does

not contain x and y. We show that there must exist γi1 , . . . , γim such that γij ≫ γij+1
for all

j ∈ 1, . . . ,m−1, and (γij , j) ∈ C. First note that for each j ≤ m, there exists some (γij , j) ∈ C



as otherwise we can construct a deterministic rule f where frj(Pγi) = 1 for all γi ∈ Γ. Hence,

C can be written in the form

C = {(γ1,1, 1), . . . , (γ1,k1 , 1), (γ2,1, 2), . . . , (γ2,k2 , 2), . . . , (γm,1,m), . . . , (γm,km ,m)}.

Let us define the deterministic rule f as follows. Let γ ∈ Γ. If there are (γim−1 ,m −
1), . . . , (γi1 , 1) ∈ C such that γi1 ≫ · · · ≫ γim−1 ≫ γ then f(Pγ) = pm. Otherwise, if there

are (γim−2 ,m − 1), . . . , (γi1 , 1) ∈ C such that γi1 ≫ · · · ≫ γim−2 ≫ γ then f(Pγ) = pm−1.

Continuing in this manner, if there are (γi1 , 1) ∈ C such that γi1 ≫ γ then f(Pγ) = p2. Finally,

for all the remaining cases, let us define f(Pγ) = p1.

It follows from the definition that f is strategy-proof. Therefore, the path in the network

induced by f must intersect C. Let the vertex where f intersects the cut be (γ, k), that is,

f(Pγ) = pk. Suppose k < m. Then by definition, there are (γik−1
, k − 1), . . . , (γi1 , 1) ∈ C such

that γi1 ≫ · · · ≫ γik−1
≫ γ. Since (γ, k) ∈ C, this implies γi1 ≫ · · · ≫ γik−1

≫ γik = γ, which

in turn means f(Pγ) ̸= ak. Therefore, it follows that k = m, and hence γi1 ≫ · · · ≫ γim−1 ≫
γim = γ.

Consider γi1 , · · · , γim−1 , γim as defined in the preceding paragraph. By strategy-proofness,

φp1(P
γ
i1
) ≥ φp1(P

γ
i2
). Therefore,

c(γi1 , 1) + c(γi2 , 2) ≥ φp1(P
γ
i2
) + φp2(P

γ
i2
).

By induction, it follows that

c(γi1 , 1) + . . .+ c(γik+1
, k + 1) ≥ φp1(P

γ
ik+1

) + . . .+ φpk+1
(Pγik+1

).

Therefore, we have

c(C) ≥ c(γi1 , 1) + . . .+ c(γim ,m)

= φp1(P
γ
im
) + . . .+ φpm(P

γ
im
) = 1.

This completes the proof.
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