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Abstract

The present dissertation aims to explore innovative decision-making approaches that complement traditional
voting processes, examining them through an algorithmic, game-theoretic and axiomatic lens. The central
objective is to identify voting procedures that can increase agents’ desire to participate in collective gover-
nance and improve voters’ participation experience. Therefore, we focus on suggesting and analysing voting
frameworks and election rules that reconcile the varying preferences of the electorate towards achieving so-
cially desirable outcomes in various scenarios, aspiring to elevate both the quantity and quality of community
involvement in democratic processes.

The doctoral thesis addresses two primary challenges of Computational Social Choice:

Û The first part concerns elections with a combinatorial structure, where a decision must be made over a set
of interdependent issues of multiple alternatives each. In such scenarios, voters cast conditional approval
ballots which enable them to express (approval) preferences for issues that are contingent on the outcome
of others. We first focus on the winner determination problem under the natural voting rule that mini-
mizes voters’ total dissatisfaction, referred to as Conditional Minisum. We present positive and negative
results for approximate and parameterized algorithms. Additionally, we investigate the robustness of the
rule against the malicious actions of adding or deleting voters or alternatives, in terms of computational
complexity. Finally, we introduce and study two further voting rules: Conditional Proportional Approval
Voting and Conditional Method of Equal Shares. These are inferior to Minisum with respect to the total
satisfaction score but, in contrast to Minisum, are able to ensure strong proportionality guarantees.

Û In the second part, we focus on the concept of Delegative Voting, which strikes a balance between direct
and representative democracy. Flexible and dynamic voting frameworks that empower voters to choose
their preferred mode of participation are designed and analysed. First, we propose a framework that allows
voters to express approval preferences not only for casting a ballot themselves or abstaining but also for
being represented by specific sets of other voters. We then examine the problems of minimizing (resp.
maximizing) the number of dissatisfied (resp. satisfied) voters from the perspectives of computational
complexity, parameterized and approximate algorithms. Secondly, we study a delegative voting frame-
work in which we incorporate a temporal dimension to address adaptations of voters’ preferences over
time, towards mitigating vote loss: a critical concern for Delegative Voting settings. Finally, we explore
the potential enhancement of electorate’s satisfaction through ballot delegation, in scenarios where voters
have incomplete preferences and we establish necessary and sufficient conditions for achieving a socially
better outcome –compared to direct voting– by leveraging the participation of proxies.



Περίληψη

Η παρούσα διδακτορική διατριβή αποσκοπεί στη διερεύνηση καινοτόμων προσεγγίσεων λήψης αποφάσεων
που συμπληρώνουν τις παραδοσιακές διαδικασίες ψηφοφορίας, εξετάζοντάς τες από τη σκοπιά των αλγορίθ-
μων, της θεωρίας παιγνίων και της αξιωματικής θεμελίωσης. Ο κεντρικός σκοπός είναι να προσδιοριστούν
και να αναλυθούν εκλογικές διαδικασίες που μπορούν να αυξήσουν την επιθυμία των ατόμων για συμμετοχή
στη συλλογική διακυβέρνηση και να βελτιώσουν την εμπειρία της συμμετοχής των ψηφοφόρων. Στοχεύοντας
σε κοινωνικά επιθυμητά αποτελέσματα για μια σειρά διαφορετικών σεναρίων, φιλοδοξούμε να βελτιώσουμε
ποσοτικά και ποιοτικά τη συμμετοχή του κοινού στις δημοκρατικές διαδικασίες.

Η διατριβή επικεντρώνεται σε δύο βασικές προκλήσεις της Υπολογιστικής Θεωρίας Κοινωνικής Επιλογής:

Û Το πρώτο μέρος επικεντρώνεται σε εκλογές με συνδυαστική δομή όπου απαιτείται η λήψη αποφάσεων
για πολλαπλά αλληλοεξαρτώμενα ζητήματα για τα οποία οι ψηφοφόροι έχουν τη δυνατότητα να εκφρά-
σουν προτιμήσεις εξαρτώμενες από την έκβαση άλλων ζητημάτων. Επικεντρωνόμαστε αρχικά στο πρό-
βλημα εύρεσης νικητή για κάθε ένα από τα ζητήματα, υπό τον φυσικό κανόνα ψηφοφορίας που ελαχι-
στοποιεί τη συνολική δυσαρέσκεια των ψηφοφόρων (Conditional Minisum). Παρουσιάζουμε θετικά και
αρνητικά αποτελέσματα για προσεγγιστικούς και παραμετρικούς αλγορίθμους. Επιπλέον, διερευνούμε
την ανθεκτικότητα του κανόνα έναντι των κακόβουλων ενεργειών προσθήκης ή διαγραφής ψηφοφόρων ή
προσθήκης ή διαγραφής επιλογών σε ορισμένα ζητήματα, εξετάζοντας την υπολογιστική πολυπλοκότητα
των αντίστοιχων προβλημάτων. Τέλος, εισάγουμε και μελετάμε τους κανόνες ψηφοφορίας Conditional
Proportional Approval Voting και Conditional Method of Equal Shares. Αυτοί οι κανόνες είναι υποδεέστε-
ροι του Minisum ως προς τη συνολική ικανοποίηση των ψηφοφόρων αλλά, σε αντίθεση με τον Minisum,
εξασφαλίζουν ισχυρές εγγυήσεις αναλογικής εκπροσώπησης.

Û Στο δεύτερο μέρος, εστιάζουμε στην έννοια του Delegative Voting, η οποία συνδυάζει χαρακτηριστικά
άμεσης και αντιπροσωπευτικής δημοκρατίας. Σχεδιάζονται και αναλύονται ευέλικτα, δυναμικά μοντέλα
εκλογών, τα οποία δίνουν στους ψηφοφόρους τη δυνατότητα να επιλέξουν τον προτιμώμενο τρόπο συμ-
μετοχής τους στη διαδικασία. Αρχικά, προτείνουμε ένα πλαίσιο που επιτρέπει στους ψηφοφόρους να
εκφράζουν τις προτιμήσεις τους όχι μόνο σχετικά με την καταχώρηση ψήφου από τους ίδιους αλλά και
σχετικά με την εκπροσώπηση από ορισμένα σύνολα άλλων ψηφοφόρων. Έπειτα αναλύουμε τα προβλή-
ματα ελαχιστοποίησης (αντίστοιχα μεγιστοποίησης) του αριθμού των δυσαρεστημένων (αντίστοιχα ικα-
νοποιημένων) ψηφοφόρων από την οπτική της υπολογιστικής πολυπλοκότητας, των παραμετρικών και
των προσεγγιστικών αλγορίθμων. Επίσης, μελετάμε ένα πλαίσιο ψηφοφορίας το οποίο ενσωματώνει τη
χρονική διάσταση για να αντιμετωπιστούν προσαρμογές των προτιμήσεων των ψηφοφόρων που πιθανώς
συμβαίνουν κατά την πάροδο του χρόνου, με απώτερο σκοπό τη μείωση της απώλειας ψήφων: ένα κρίσιμο
μειονέκτημα γνωστών μοντέλων Delegative Voting. Τέλος, εστιάζουμε στην ενίσχυση της ικανοποίησης
των ψηφοφόρων μέσω ανάθεσης της ψήφου, σε σενάρια στα οποία οι ψηφοφόροι δεν έχουν σχηματίσει
πλήρη γνώμη για όλα τα προς ψήφιση ζητήματα και προσδιορίζουμε αναγκαίες και ικανές συνθήκες για
την επίτευξη ενός κοινωνικά ικανοποιητικού αποτελέσματος.
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A dissertation is often perceived as the primary achievement of a Ph.D. jour-
ney. Yet, I’m grateful for having realized that a Ph.D. holds much more depth.
It’s a blend of countless moments molding you both as a researcher and as an
individual: from the elation of your inaugural paper acceptance, to the frustra-
tion of discovering an error in a submitted work; from the irritation at review-
ers who failed to appreciate a work you invested months in, to the approval of
your proposal for long-term funding or travel grant; from the gratifying feed-
back following engaging and successful oral presentations of yours in research
environments, to numerous attempts –whether fruitful or not– to articulate your
research interests to broad audiences; from joyful initial brainstorming and col-
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idea that feels like the missing piece in the puzzle you’ve been wrestling with for
months, to the pleasurable downtime during research visits and conferences in
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of work I’m immensely proud of. Not only are the results presented in the ensuing
chapters products of as hard and time-consuming work as I could have put in, but
also every aspect of this thesis –be it a crucial theorem, a toy-example, a well-
polished proof, an entry in the references, a challenging notation, or a minor
sidenote1

1: Speaking of sidenotes, have
you ever find yourself annoyed,
flipping to the end of a docu-
ment to delve into the details
of a reference, or frustrated by
backtracking through pages to re-
call a definition, a proven lemma,
or an earlier-stated assumption?
Let’s not even talk about those
footnotes that can make you lose
your train of thought, darting to
the end of the page and then
struggling to find your way back.
Well, worry not! The 1.5 col-
umn format of this dissertation
has your back (and, did you even
observe how cutely the contents
of each section appear?). Note
that not every reference found
its way to the margins –only the
most crucial ones, lest the mar-
gins become overly cluttered and
illegible– and yes, you may spot
some ample, unused spaces in
the margins on occasion –not the
most aesthetically pleasing sight
I must admit– but hey, compro-
mises had to be made! Cheers to
smooth reading!

– has been meticulously selected and crafted with utmost care!

This chapter marks the end of my Ph.D. research. As I started writing it, I real-
ized I’ve been dreaming about this moment for ages –doesn’t every Ph.D. student
dream about it? But if that’s the case, why am I struggling to find the right words
now that it’s finally here? Where did all those thoughts disappear to? Surpris-
ingly, it doesn’t bring the overwhelming excitement I anticipated. I figured it
out: surely, how could I be thrilled about concluding what has been a perfect
period of life!? Once more: a perfect period of life! Oh, now feels like the right
time to start giving credit to those who contributed in making it perfect.

The starting words of this part couldn’t have been dedicated to anyone other than
the one who has had the most significant academic impact on this journey, being
the guiding force that helped me discern what I want to do for the rest of my life.
To the one who weathered the storm of 2,286 emails fromme and hasn’t blocked



my email address (at least, not yet). This is for the mentor who not only imparted
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kit for navigating the academic landscape. The person with whom I engaged
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days. The one who never pressured me to work on anything that didn’t suit me
and consistently offered freedom and support for my exploration of questions
and techniques I found intriguing, while he really listened to my thoughts and
preferences when it came to things like paper-writing, preparing presentations,
and choosing venues. Plus his attention to my funding wasn’t just about keeping
me afloat, but also encouraging me to book flights to academic events taking
place in locations I never thought I’d visit. Frommoments of career questioning,
to the times I arrived at work without keys to my office: he was there for me! A
ton of thanks to Vangelis: the best advisor I could have had.

Six wonderful people, each bringing their own flavor of inspiration to my aca-
demic journey, have graciously agreed to serve onmy thesis committee. Antonis
Dimakis and Aris Pagourtzis have been there for me since day one of my PhD,
always ready to lend a hand with any paperwork and formalities needed for my
studies (and I’ve definitely called on them a lot). Giorgos Amanatidis, Aris-Filos
Ratsikas and Alkmini Sgouritsa have always been academic role models for me
and I feel incredibly fortunate to have had the opportunity to collaborate with
them, in one way or another. Giorgos and Aris have always been there to pro-
vide ideas, guidance, and support (and I’ll make sure to keep all the lifesaving
LaTeX secrets they shared with me close at hand). It’s my ambition to one day
match the trust, freedom and security that Alkmini (my work-life balance icon)
provided us during our time as TAs for her Algorithms course. I am especially
thankful to Dimitris Kavvadias for introducing me to the world of Algorithms
and for showing me the way to academia since my undergraduate days. I’m truly
grateful to each of them!
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him on the next phase of my research journey. His warm welcome and under-
standing of my constraints will always be deeply appreciated.
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2: No one will judge me for for-
getting to mention their name if I
explicitly refer to none, right? ;)

By the way, sorry to anyone I
haven’t gotten back to via calls or
texts; PhD has been my handy ex-
cuse, but now it seems I’ll need to
come up with a fresh alibi. :)

With such a lengthy paragraph
of acknowledgments for funding,
youmight pictureme penningmy
thesis amidst piles of cash. While
I don’t want to challenge that im-
age, it’s worth noting (or perhaps
not?) that the reality of a PhD
life in Greece normally involves
a continuous pursuit of small,
short-term grants. I won’t dwell
on it too much; I’m appreciative
of my fortune, just looking for-
ward to brighter days ahead.
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1: Some of these works intro-
duced me to the field of Com-
putational Social Choice, while
others fueled my enthusiasm and
helped shape the problems I ex-
plored during my Ph.D.

Introduction 1
1.1 Social Choice Theory . . . 3
1.2 Computational Social

Choice . . . . . . . . . . . . . 4
1.3 Everyday Voting Tales: A

Gateway to Social Choice . 5
1.4 Innovations in Decision-

Making Frameworks . . . . 7
1.5 Overview of Thesis Contri-

bution . . . . . . . . . . . . . 9

The primary aim of this chapter is to outline the main topics and research ques-
tions addressed in the dissertation, along with highlighting the principal contri-
butions of the associated research. Before delving into these aspects, we provide
a brief exploration of the key facets of (Computational) Social Choice: a vast,
yet relatively new, field.

The objective here is not to offer a comprehensive overview but rather to pro-
vide a concise (and, in parts, engaging) introduction, setting the stage for what
follows. For those seeking an in-depth understanding of the field it is undeni-
able that there are plenty of thorough resources available; there is a multitude
of captivating readings, each offering unique perspectives and insights into the
realm of Computational Social Choice: references such as [ABE+19; ASS10;
BCE+16; BCE12; CEL+07; End11; End17; FHH+09; HM15; LS23; Rot15] are
just a starting point, and the list is far from exhaustive.1

A Road-Map of the Chapter.

In Section 1.1, we explore the pivotal role of preference aggregation in
decision-making scenarios, spanning from mundane choices to complex
digital landscapes, laying the foundation for Social Choice Theory.

Section 1.2 bridges Social Choice Theory and Computer Science in Com-
putational Social Choice, which mainly tackles questions emerging from
the former through the lens of the latter.

In Section 1.3 we discuss an illustrative example motivating Social Choice
studies and innovative frameworks.

Section 1.4 envisions a democratic future by investigating frameworks for
enhanced preference articulation and engagement while confronting the pri-
mary challenges of the thesis, discussing research directions, and formally
defining and motivating its objectives.

In Section 1.5 we summarize the works that form the basis of this disser-
tation by offering an overview of the models, results, methods, and tech-
niques that underpin the research.
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1.1 Social Choice Theory: Navigating the World of
Collective Decision-Making

In today’s world, we are constantly exposed to a broad spectrum of dilemmas as
we engage in decision-making. This could involve the choice between Indian,
Thai, or Mexican cuisine for a group gathering; the municipal elections; select-
ing the ideal team-bonding exercise–be it an escape room challenge, a cooking
class, an outdoor adventure or none of them–; the organization of the details for
a work meeting; casting a yes-no vote in a referendum; the decision between a
shared tube of weiss, lager, or tropical ale beer; choosing a book club, movie
night, or board-game session for the next outing; contemplating a decision such
as settling for a quiet suburban life or embracing the bustling cityscape for a life-
long choice within a family: these everyday situations underscore the pivotal
role of preference aggregation. Naturally, these situations often find resolution
through voting and election schemes as groups navigate the intricate web of
preferences in their shared experiences, even if, sometimes, the voters do not
explicitly recognize that they are, in fact, participating in an electorate.

We will now step outside routine decisions. Originally conceived to address ev-
eryday, political, and economic challenges, Social Choice Theory proves its ver-
satility by expanding beyond its human-centric origins to include autonomous
software agents. Consider your favorite web search engine, where webpage
rankings can be turned into a complex decision-making process, and webpages,
functioning as voters, express their preferences through interlinking. Extend this
perspective to a meta search engine that seamlessly blends results from various
search engines, treating each engine as a voter. The central challenge lies in ag-
gregating these preferences into a decision that genuinely mirrors the collective
will. Venturing further into the digital landscape, we encounter recommender
systems—tools guiding users in product selection based on their preferences.
This digital exploration extends also to the Semantic Web, where one can pic-
ture a scenario with disparate information providers presenting conflicting on-
tologies for the same concepts. Of course, the discussion could include far more
examples, but these suffice to indicate that collective decisions are not only taken
among humans, and, therefore, Social Choice finds wide applicability in multi-
agent systems as well.

The field of Social Choice studies the aggregation (mapping) of individual pref-
erences (input) towards a collective decision (output) by principally designing
and evaluating theoretically a wide range of voting rules. It is primarily mo-
tivated by the obvious democratic premise that social policy and group choice
should originate from the preferences of the society and it is heavily based on
an axiomatic approach. Hence, in Social Choice Theory, a problem can be spec-
ified by a set of desired axioms and, in high level, it is considered as solvable,
if one can find an aggregation procedure that meets the given criteria. At the
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same time, voting rules are also evaluated in terms of their susceptibility to ma-
nipulation, control, or other factors. This involves, among others, the misreport
of preferences in order to enforce a more beneficial outcome or the attempt to
control the outcome of the election, e.g. by the addition or deletion of voters,
perhaps via bribing.

1.2 The Fusion of Computer Science and Social Choice:
Computational Social Choice

Social Choice Theory does not consider computational aspects. As an example,
in many settings, known winner determination procedures -even if they satisfy
multiple well-desirable properties- bump into computational intractability (and
thus are inapplicable in realistic scenarios). In addition, a voting rule might
be theoretically susceptible to manipulation or control by malicious agents, but
finding the right strategies for them may turn out to be a computationally hard
problem (and thus such aspects may be less of a worry in reality). As a conse-
quence, the viewpoint of Computer Science on many extents of Social Choice
Theory, can have a significant contribution on the study of collective decision-
making processes. Indeed, it led to the development of a promising research
area, referred to as Computational Social Choice. The adaptable frameworks of
Social Choice provide a mathematical lens through which one can explore the
principles of collective decision-making across diverse domains. In the realm of
Computational Social Choice, a dynamic interface between Computer Science
and Economics unfolds, addressing the intricate design and analysis of methods
for collective decision-making from the viewpoint of Computer Science.

Computational Social Choice (COMSOC) stands at the crossroads of Social
Choice Theory and Computer Science, fostering a rich interchange of ideas be-
tween these two disciplines. Classic work in Social Choice Theory has tradi-
tionally concentrated on results regarding the existence of procedures meeting
specific requirements, but the computational dimension has quite recently en-
tered the spotlight. The interdisciplinary field of Computational Social Choice
unfolds in dual dimensions. Firstly, it delves into the application of Computer
Science techniques, such as complexity analysis and algorithm design, to scru-
tinize social choice mechanisms like voting procedures. In doing so, it brings
computational perspectives into classic problems in Social Choice Theory. On
the flip side, Computational Social Choice is equally concerned with importing
concepts from Social Choice Theory into the realm of computing.

The landscape of Computational Social Choice is enriched by a fusion of ideas
from various disciplines, including Theoretical Computer Science, Artificial In-
telligence, Mathematical Logic, Political Science, and Economic Theory. In
essence, Computational Social Choice emerges as a dynamic field bridging the-
oretical and computational aspects of collective decision-making. It grapples
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2: In fact, I had these concerns
when I first delved into Social
Choice Theory. Examples similar
to the one that follows sparked
my interest and motivated my
studies.

opinion
Voter 1 E>T>B
Voter 2 T>B>E
Voter 3 B>E>T

Table 1.1: Initial voters’ prefer-
ences in the example discussed in
Section 1.3. For a pair of alterna-
tives𝑎, 𝑏, we use𝑎 > 𝑏 to denote
that a voter prefers option𝑎 to op-
tion 𝑏. We denote by B the board-
game option, by T the plush-toy
and by E the experience present.

with the challenges of equitable representation in democracies, transcending the
limitations of traditional voting systems. By infusing computational techniques
and social choice concepts, the field pioneers the way forward, providing a solid
theoretical foundation for designing inclusive and socially desirable decision-
making procedures.

1.3 Everyday Voting Tales: A Gateway to Social Choice

A reader unfamiliar with Social Choice might have wondered while reading the
previous sections: ’Elections? Voting? Isn’t there a straightforward solution to
all those settings? Do we really need a whole field for such studies? Why isn’t
it easy to decide on the outcome, if we are given the preferences of the voters?’
The example that comes next serves to illustrate the answer to such inquiries.2

Imagine a scenario in which a (fictional?) character, is on the verge of com-
pleting his Ph.D, and his friends, to be called Voter 1, Voter 2 and Voter 3, are
deliberating on the perfect surprise gift for this milestone.

One friend takes the lead, “Alright, team, we’re in a pickle. We need to choose
a gift for the completion of his Ph.D. journey. Here are our options: an exciting
cooperative board game, a large plush toy from a famous cartoon series, or an
experience: we could organize a small conference on his behalf or even ask a
comedian or a band to make him a private comedy or music show! What are
your thoughts?” Another friend, henceforth Voter 1, enthusiastically suggests,
“We should go for the unforgettable experience. Perfect for such a celebration”.
Voter 2 counters, “Wait! It is a fact that he had enough of such surprises in the
last few years. I believe that the plush toy is the way to go. It’s definitely his style,
it characterizes his Ph.D. presentations and thus he’ll love the idea.” Another
friend, Voter 3, chimes in, “A board game has timeless charm. It’s a classic
choice, and as far as we know him, he will definitely appreciate it.”

Now, the three friends who expressed their preferences face a trilemma: board
game, plush toy, or experience? If there were only two choices, one of them
should have more votes than the other, making the decision straightforward. But
now, no two of the voters agree on the same option. So, they delve into a second
round of discussions.

Voter 1 spoke up, “I would definitely vote for the experience. Regarding the
rest, I don’t have a strong opinion, but for the shake of completeness, I put the
plush toy second in my preference order, and lastly, the board game.” Voter 2
shared, “I’m all about the toy first, followed by the board-game, and then the
experience.” Voter 3 added, “The board game is my top choice, followed by the
experience, and lastly, the toy.”
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opinion
Voter 1 E>B>T
Voter 2 T>B>E
Voter 3 T>B>E

Table 1.2: The modified voters’
preferences, as discussed in the
example of Section 1.3.

3: Should such an example be
seen as an example that “will not
lead anywhere,” as one of the
participants said, or as an exam-
ple that opens a whole world of
voting systems? The Ph.D. stud-
ies of the main character of the
discussed scenario might have
made him lean towards the sec-
ond. And you?

As the friends pondered, one of them suggested, “It looks like we now need to
decide on a rule to determine the winner. How about each option goes head-to-
head, and the one that beats every other option wins?” The rest of the friends
agreed, “Given that most of us would prefer it over all the alternatives, it seems
fair to conclude that this is the best option for us to purchase.” As they voted,
according to Table 1.1, a paradox unfolded: the experience beats the toy, the
toy beats the board game, and the board game beats the experience! One of the
friends exclaimed, “Hold on! Did we just create a cycle of preferences? None of
the three gifts won!” Another laughed, “Looks like choosing a gift for a surprise
is full of surprises!”

“Let’s not give up!” Voter 3 said, “You know, I don’t have such strong preferences;
I can change my vote to reach a decision. And I will go with the preferences of
Voter 2; this should solve the problem, right?”. However, Voter 1 also decided to
change his opinion, as he just realized how important the precise ranking of all
the choices was. Initially, he thought that his favorite choice was the experience
and didn’t think much about the rest, so he put them in an arbitrary order. Now,
he decided on the precise ranking of these options. Initially, he didn’t have a
strong preference between the toy and the board game, and now he decided to
(still) go for the experience as his favorite choice but goes for the board game
after it, leaving the plush toy as his least preferred option; “A plush toy for a
defense present? Ridiculous!”, he remarked.

But see what is happening now, as depicted in Table 1.2: two voters prefer the toy
to the board game to the experience, and one prefers the experience to the board
game to the toy. Voter 3 shouts out loud, “We have a winner: we should buy the
toy as, now, most of us are voting for it as our favorite option. We definitely have
a winner! We can now eventually stop debating! Phew!” Voter 1 mused, “But,
hold on, even though the toy is a choice that satisfies the majority, it is the worst
option according to mine. On the other hand, the board-game isn’t the worst for
anyone. It’s like a compromise choice that doesn’t upset anyone too much and
it is a safe present, don’t you think?” Voter 2 chimed in, “Interesting point. So,
there are two options, each with strong justifications for being the winner.” He
then got disappointed “Meh, this will not lead anywhere!”3

In this gift-giving conundrum, we lightly delved into the intricacies of decision-
making. The takeaway from this scenario is that numerous, intuitive fairness
criteria can give rise to diverse, yet natural and reasonable, voting rules which,
in turn, can produce different rational outcomes, and in some cases, they might
not even reach a conclusive decision. This inherent diversity in outcomes is one
of the most intriguing aspects that captivates the study of Computational Social
Choice. The exploration of such scenarios not only adds a layer of complexity
to decision-making processes but also underscores the importance of designing
rules that align with societal values and preferences.



1 Introduction 7

Before concluding this section, let’s see a fewmore hypothetical scenarios: Con-
sider a setting where participants could buy any number of presents as a gift, and
one insisted on purchasing the plush toy only if the board game accompanied it,
while another voter agreed to buy any set of presents but not all of them due to
budget constraints. Also, imagine a voter who keenly observed that another par-
ticipant possessed superior insights into what would genuinely make the main
character of this section happy and would like to delegate all her voting power
directly to that voter. Although these scenarios may seem more intricate to im-
plement and analyze, they carry significant meaning, offering voters the oppor-
tunity to express nuanced preferences. As we progress to the following sections
and chapters, it will become evident that such preferences constitute the focal
point of the current dissertation.

1.4 Towards a More Perfect Democracy: Innovations in
Decision-Making Frameworks

Picture a world where election systems offer truly equal rights, and are transpar-
ent, and enjoyable for all. In this envisioned future, innovative frameworks can
pave the way by revolutionizing how we articulate preferences, guaranteeing
fair representation, encouraging robust citizen engagement, and adapting to the
dynamic demands of our continually evolving communities.

Democracy has long been a cornerstone of society, but its implementations have
been far from perfect. Although democracies often assert that every voter has
an equal voice, the fact is that equitable representation is not always properly
achieved, often hampered by varying interpretations of the notion of fairness.
Furthermore, what if everyone not only had an equitable voice in the decision-
making process, but also was able to express her true preferences? Expressing
true preferences in voting is not always a straightforward matter, despite how
deceptively simple it may appear at first. Cognitive burdens, e.g. information
overload, can hinder the ability of the voters to fully express their preferences,
while voting framework’s restrictions can further constrain their choices. Owing
to these concerns, the experience of the participants in traditional election plat-
forms is frequently suboptimal and uninspiring, leaving them disenchanted or
even disillusioned with the process. Voting participation experience is a funda-
mental aspect arising when we think about the ideal democracy. Here is where
Computational Social Choice comes into play to provide solid principles for
designing and evaluating election procedures that produce desirable outcomes,
paving the way for more engaging and inclusive democratic processes.

The current thesis aims to investigate, from a computational and game-theoretic
perspective, novel decision-making approaches that complement conventional
voting systems, while aligning with today’s needs and preferences, with a focus
on decision support systems for multi-agent decentralized environments. These
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4: Indicatively, we refer to
some that have been imple-
mented by researchers from the
Computational Social Choice
field: Whale (from Grenoble
Informatics Laboratory), Vodle
(from Potsdam Institute for Cli-
mate Impact Research), Stable
Voting (see [HP23]) PrefTools
(see [LRK23]), RoboVote
(from Carnegie Mellon and
Harvard), PB Stanford (from
Stanford’s University Crowd-
sourced Democracy Team),
Opra (see [CQW+21]), Pnyx
(from Technical University of
Munich).

systems are widely used in various applications where agents can correspond to
human or other entities such as robots, software agents or computer servers and
they have preferences over elements, which must be aggregated into a collective
decision. Scientific domains like Public Policy, Information and Communica-
tion Technologies, Recommender Systems, IoT, E-commerce and E-governance,
Transportation/ Healthcare/ Education Management, rely on collective decision-
making processes and efficient voting frameworks, algorithms, and techniques.
Thus, the investigation of new decision-making approaches that improve the ex-
perience of the agents in preference aggregations is of utmost importance.

By providing an engaging and efficient voting experience that reconciles differ-
ing preferences of strategic entities, the goal is to contribute to the enhancement
of democratic systems, fostering a sense of active participation and ownership
in the democratic process among the electorate. The main objective is to design
efficient, fair, and engaging decision-making techniques for multi-agent envi-
ronments, that align with the complex needs and combinatorial preferences of
modern societies.

As we navigate the complex and multifaceted challenges of the 21st century, the
role of digital technologies in decision-making processes has become increas-
ingly important as we are facing unprecedented challenges that require innova-
tive solutions. Fortunately, recent research has shown that the field of Compu-
tational Social Choice offers promising avenues for addressing these challenges.
To further advance the field, this thesis focuses on two research directions. An
aspect that has posed several research challenges concerns voting over combi-
natorial domains, and a second one that has breathed new air in the field is the
concept of delegative voting. The effects of these captivating features on the de-
sign of computationally and socially efficient decision-making processes is the
focus of the dissertation.

Startingwith the first feature, it is undeniable that nowadays the study of decision-
making should imperatively examine problems over multi-issue domains with a
combinatorial structure (i.e., in an election over multiple interdependent issues
or in a committee-selection problem). For illustration purposes, consider a group
of co-authors having to decide the date of a meeting, and whether it will be by
physical or virtual participation. A voter who has an opinion about the date that
is strongly conditioned on the meeting form (due to availability constraints for
physical meetings), will not feel at ease voting independently for each issue. The
same can hold in a committee election, where a voter prefers a certain candidate
only if no other candidate with similar qualifications is elected. Allowing an
increased level of expressiveness, by letting the voters exhibit preferential de-
pendencies between their alternatives, can cause a complexity blowup and, thus,
non-trivial challenges appear. In practice, there exist already various platforms
for decision-making and winner-determination4, however, they cannot handle
successfully scenarios with logically interdependent alternatives. To conclude,
the research objectives that emerge along this front are:

https://whale5.noiraudes.net
https://sandstorm.pik-potsdam.de
https://stablevoting.org
https://stablevoting.org
https://pref.tools/abcvoting/
http://robovote.org
https://pbstanford.org
https://opra.io
https://pnyx.dss.in.tum.de/polls/
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Objective 1: Investigate ways to achieve adequate tradeoffs between expres-
siveness and computational efficiency.

Objective 2: Explore the strategic implications introduced by voting in com-
binatorial domains.

The second feature of interest is motivated by the presence of natural obstacles
in various types of elections (electorates are often inadmissibly large, keeping
abreast of many different subjects so that to form an opinion often comes at a
high price, high cost of communicating agents’ preferences, etc). Hence, di-
rect democracy is considered unimplementable on several occasions. At the
same time, the traditional format of representative democracy has received criti-
cism for allowing the voters to express their opinion only at predetermined times
and without the option to revoke their support under any circumstances (one-off
voting may lead to the effect of a misuse of authority when the winner of an
election deviates with no consequences from campaign promises). Such consid-
erations have led to more flexible models of participation in decision-making
that have recently enriched the agenda of Computational Social Choice. Under
the paradigm of delegative voting, voters are allowed either to vote themselves
or to delegate their vote to another (purportedly more informed) voter, and with-
draw or change their authorization at any time if they feel they are not being
represented correctly. Thus, election formats that try to achieve a compromise
between direct and representative democracy have appeared and could be seen
either as an algorithmic problem with various optimization metrics or as a game-
theoretic problem where strategic players attempt to maximize their own utility.
The main objectives along this forefront are:

Objective 3: Design mechanisms indicating appropriate voters’ delegations,
towards socially desirable outcomes.

Objective 4: Examine strategic aspects in delegation procedures, when viewed
as multi-player games.

1.5 Overview of Thesis Contribution

The present dissertation aims to explore innovative decision-making approaches
that complement traditional voting processes, looking at them through algorith-
mic and game-theoretic perspectives. The main goal is to design and analyze
voting procedures that can increase the desire of the agents to engage in col-
lective governance and enhance the overall participation experience. The study
looks at effective techniques for agregating the preferences of the participants
towards socially desirable outcomes across various scenarios. In essence, the
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dissertation establishes certain guarantees and advocates for the adoption of vot-
ing procedures that significantly upgrade voters’ expressiveness. The examined
frameworks have the potential to elevate both the quantity and quality of com-
munity involvement in democratic processes.

The dissertation is expected to make a significant impact and contribute sub-
stantially to both practical applications and theoretical advancements. On the
practical side, the research aims to enhance the user experience in elections, po-
tentially leading to higher and finer civic participation. The algorithmic findings
may have further effects on multi-agent systems, distributed computing, and in-
formation retrieval, particularly in areas like resource sharing, recommendation
systems, and coordination in large-scale systems. In terms of theoretical contri-
butions, the dissertation seeks to advance the state of the art in voting within com-
binatorial settings and delegative voting. The research examines social choice
rules that are appealing, axiomatically righteous, and computationally tractable.
More precisely, this dissertation is divided into two parts, each addressing a pri-
mary challenge within the domain of Computational Social Choice:

Û The first challenge (refer to Section 1.5.1 for more details) concerns elec-
tions with a combinatorial structure, exploring decisions over interdependent
issues where the voters cast conditional ballots. These ballots allow the vot-
ers to express preferences for an issue that are contingent on the outcome of
other issues. The study first focuses on the winner determination problem
under the natural voting rule that minimizes the voters’ total dissatisfaction
(referred to as Conditional Minisum), presenting tractability and intractabil-
ity results for approximate and parameterized algorithms. Additionally, the
robustness of the rule against the malicious actions of adding or deleting vot-
ers or alternatives, is investigated in terms of computational complexity. Fi-
nally, we introduce and study two further voting rules which (in contrast to
Minisum) ensure strong guarantees in terms of proportional representation,
yet a classic desirable property in Social Choice. Those rules are inferior to
Minisum with respect to the total satisfaction score and form generalizations
of well-studied rules into the setting of conditional ballots. Given that the ex-
amined framework represents a natural and more expressive generalization
of the classic approval voting setting (a prevalent method that not only has
been extensively studied in theory but also employed in numerous elections
globally) our findings consistently support its application in real-world sce-
narios. From this thesis, a compelling suggestion emerges: the transition
from classic approval systems to their conditional counterparts can signifi-
cantly enhance the experience of the voters.

Û In the second challenge (see Section 1.5.2 for more details) we focus on the
concept of delegative voting, which strikes a balance between direct and rep-
resentative democracy. Flexible, dynamic voting frameworks that empower
the voters to choose their preferred mode of participation are designed and
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analysed. First, we study a framework that allows the voters to express ap-
proval preferences regarding representation by certain sets of other voters,
self-casting ballots, or abstention and we analyse the problems of minimiz-
ing (resp. maximizing) the number of dissatisfied (resp. satisfied) voters
from the perspectives of computational complexity, parameterized and ap-
proximate algorithms. Secondly, we study (from a viewpoint that lies in the
middle ground between algorithmic and axiomatic approaches) a delegative
voting framework in which we incorporate a temporal dimension to address
adaptations of the preferences of the voters over time towards mitigating vote
loss: a critical concern for such settings. Finally, the potential enhancement
of voters’ satisfaction through ballot delegation in the presence of incom-
plete preferences is investigated, identifying necessary and sufficient condi-
tions for achieving a socially better outcome by leveraging the participation
of proxies. Delegative democracy has found extensive applications in recent
times, making its mark within political parties, corporate structures, and civic
engagement initiatives in regional governments. As the body of theoretical
studies that supports its application continues to grow, we foresee an expand-
ing array of real-world applications and use cases in the times ahead.

In the following, we give an overview of methods and techniques that are most
commonly used in this thesis.

Algorithmic Approaches: To implement the proposedmethodologies effective-
ly, it is crucial that the optimal solutions of the examined rules (or approxima-
tions of them with provable guarantees) can be efficiently computed, partic-
ularly in certain well-motivated scenarios. Consequently, a substantial por-
tion of this thesis is dedicated to developing polynomial time procedures that
can optimally or approximately determine the output under various collective
choice rules possessing desirable properties.

Computational Complexity Analysis: In scenarios where providing a polyno-
mial time algorithm for a specific collective choice rule or problem seems
unattainable, for completeness, our objective is to present evidence suggest-
ing the unlikelihood of existence of such an algorithm. In these cases, we of-
fer reductions from well-established hard problems, illustrating that, unless
widely accepted computational complexity assumptions fail, no polynomial
time algorithm exists for solving the given problem. In certain situations, we
also employ analogous techniques to demonstrate that there are no signifi-
cantly superior algorithms compared to the proposed ones, either in terms of
running time or approximation guarantees. Interestingly, in contrast to the
typical applications of computational complexity, some problems addressed
in this thesis view a hardness result as advantageous. For instance, consider
the scenario discussed in Sections 1.1 and 1.2 where malicious agents attempt
to influence election outcomes through nefarious actions. There, showcasing
the computational difficulty of the manipulation problem holds value.
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Axiomatic Analysis: A classic approach in Social Choice Theory involves ap-
plying the axiomatic method to delineate the properties of proposed voting
rules, towards justifying their use in real-life situations. Essentially, given
a decision-making problem and several desirable properties (referred to as
axioms), the question arises: does a social choice rule satisfying all axioms
exist? In cases where such a rule cannot be found, can we demonstrate the
incompatibility of a specific set of axioms?

While the majority of our work draws on algorithmic concepts and techniques
and computational complexity findings to address challenges arising from Social
Choice Theory, as demonstrated in this thesis, delving into the realm of demo-
cratic innovations proves to be equally beneficial for Computer Science. This
investigation not only introduces novel theoretical questions and techniques that
can be thoroughly studied independently of a Social Choice motivation but also
provides opportunities for substantial practical impact on the field.

We now focus on the specifics of the key contributions of each chapter. As men-
tioned, the thesis is organized into two parts: the first investigates conditional
approval voting, while the second explores models of delegative voting.

1.5.1 Conditional Approval Voting

Chapters 2 and 3 are based on joint works with Evangelos Markakis [MP20;
MP21b]

[MP20] Markakis and Papasotiropou-
los (2020): Computational Aspects
of Conditional Minisum Approval
Voting in Elections with Interdepen-
dent Issues.
[MP21b] Markakis and Papa-
sotiropoulos (2021): Winner
Determination and Strategic Control
in Conditional Approval Voting.

. In these we focus on a generalization of the classic Minisum approval
voting rule, introduced by Barrot and Lang (2016), and referred to as Conditional
Minisum (CMS), for multi-issue elections with preferential dependencies. Under
this rule, the voters are allowed to declare dependencies between different issues,
but the price we have to pay for this higher level of expressiveness is that we end
up with a computationally hard rule. Motivated by this, in Chapter 2 we focus on
finding special cases that admit efficient algorithms for CMS. Our main result in
this direction is that we identify the condition of bounded treewidth (of an appro-
priate graph, emerging from the provided ballots) as the necessary and sufficient
condition for exact polynomial algorithms, under common complexity assump-
tions. We then move to the design of approximation algorithms. For the (still
hard) case of binary issues, we identify restrictions, under which we provide the
first multiplicative approximation algorithms for the problem. The restrictions
involve upper bounds on the number of dependencies an issue can have on the
others and on the number of approved alternatives per issue in a voter’s ballot.
In Chapter 3, we investigate the complexity of problems related to the strategic
control of conditional approval elections by adding or deleting either voters or
alternatives and we show that in most variants of these problems, CMS is compu-
tationally resistant against control. Overall, we conclude that CMS can be viewed
as a solution with a satisfactory tradeoff between expressiveness and computa-
tional efficiency, when we have a limited number of dependencies among issues,
while at the same time exhibiting sufficient resistance to control.
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[BMP+23] Brill et al. (2023): Propor-
tionality Guarantees in Elections with
Interdependent Issues.

[MP21a] Markakis and Papa-
sotiropoulos (2021): An Approval-
Based Model for Single-Step Liquid
Democracy.

[MP23] Markakis and Papa-
sotiropoulos (2023): As Time Goes
By: Adding a Temporal Dimension
Towards Resolving Delegations in
Liquid Democracy.

Chapter 4 is based on joint work with Markus Brill, Evangelos Markakis and
Jannik Peters [BMP+23]. In this, we again consider the multi-issue election set-
ting over a set of possibly interdependent issues that has been described in the
previous paragraph, this time with the goal of achieving proportional represen-
tation of the views of the electorate. To this end, we employ a proportionality
criterion suggested recently in the literature, that guarantees fair representation
for all groups of voters of sufficient size. For this criterion, there exist rules
that perform well in the case where all the issues have a binary domain and are
independent of each other. In particular, this has been shown for Proportional
Approval Voting (PAV) and for the Method of Equal Shares (MES). In this pa-
per, we go two steps further: we generalize these guarantees for issues with a
non-binary domain, and, most importantly, we consider extensions to elections
with dependencies among issues, where we identify restrictions that lead to anal-
ogous results. To achieve this, we define appropriate generalizations of PAV and
MES to handle conditional ballots. In addition to proportionality considerations,
we also examine the computational properties of the conditional version of MES.
Our findings indicate that the conditional case poses additional challenges and
differs significantly from the unconditional one, both in terms of proportionality
guarantees and computational complexity.

1.5.2 Delegative Voting

Chapter 5 is based on a joint work with Evangelos Markakis [MP21a]. In this
work, we study a Liquid Democracy framework where the voters can express
preferences in an approval form, regarding being represented by a subset of the
voters, casting a ballot themselves, or abstaining from the election. We examine,
from a computational perspective, the problems of minimizing (resp. maximiz-
ing) the number of dissatisfied (resp. satisfied) voters. We first show that these
problems are intractable even when each voter approves only a small subset of
other voters. On the positive side, we establish constant factor approximation
algorithms for that case, and exact algorithms under bounded treewidth of a con-
venient graph-theoretic representation, even when certain secondary objectives
are also present. The results related to the treewidth are based on the powerful
methodology of expressing graph properties via Monadic Second Order logic.
We believe that this approach can turn out to be fruitful for other graph related
questions that appear in Computational Social Choice.

Chapter 6 is also based on a joint work with Evangelos Markakis [MP23]. As
it has been evident until now, in recent years, the study of various models and
questions related to Liquid Democracy has been of growing interest among the
community of Computational Social Choice. A concern that has been raised, is
that current academic literature focuses solely on static inputs, concealing a key
characteristic of Liquid Democracy: the right for a voter to change her mind as
time goes by, regarding her options of whether to vote herself or delegate her
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[AFL+24] Amanatidis et al. (2024):
On the Potential and Limitations of
Proxy Voting: Delegation with In-
complete Votes.

[MPT22] Markakis et al. (2022):
On Improved Interval Cover Mecha-
nisms for Crowdsourcing Markets.

vote to other participants, till the final voting deadline. In real life, a period of
extended deliberation preceding the election-day motivates the voters to adapt
their behaviour over time, either based on observations of the remaining elec-
torate or on information acquired for the topic at hand. By adding a temporal
dimension to Liquid Democracy, such adaptations can increase the number of
possible delegation paths and reduce the loss of votes due to delegation cycles
or delegating paths towards abstaining agents, ultimately enhancing participa-
tion. Our work in [MP23], takes a first step to integrate a time horizon into
decision-making problems in Liquid Democracy systems. Our approach, via a
computational complexity analysis, exploits concepts and tools from temporal
graph theory which turn out to be convenient for our framework.

Chapter 7 is based on joint work with Georgios Amanatidis, Aris Filos-Ratsikas,
Philip Lazos and Evangelos Markakis [AFL+24]. We study elections where the
voters are faced with the challenge of expressing preferences over an extreme
number of issues under consideration. This is largely motivated by emerging
blockchain governance systems, which include voters with different weights
and a massive number of community generated proposals. In such scenarios,
it is natural to expect that the voters will have incomplete preferences, as they
may only be able to evaluate or be confident about a very small proportion of
the alternatives. As a result, the election outcome may be significantly affected,
leading to suboptimal decisions. Our central inquiry revolves around whether
delegation of ballots to proxies possessing greater expertise or a more compre-
hensive understanding of the preferences of the voters can lead to outcomes with
higher legitimacy and enhanced voters’ satisfaction in elections where the voters
submit incomplete preferences. To explore this, we introduce a model where po-
tential proxies advertise their ballots over multiple issues, and each voter either
delegates to a seemingly attractive proxy or casts a ballot directly. We identify
necessary and sufficient conditions that could lead to a socially better outcome
by leveraging the participation of proxies. Overall, our results enhance the un-
derstanding of the power of delegation towards improving election outcomes.

We conclude by noting that in order to maintain thematic coherence of the dis-
sertation, a small part of the doctoral research conducted has been omitted from
this dissertation. In particular, we have worked with Evangelos Markakis and
Artem Tsikiridis [MPT22] on a problem not directly related to the voting theory
concepts discussed so far. We studied a covering problem motivated by spatial
models in crowdsourcing markets, where tasks are ordered according to some
geographic or temporal criterion. Assuming that each participating bidder can
provide a certain level of contribution for a subset of consecutive tasks, and that
each task has a demand requirement, the goal is to find a set of bidders of mini-
mum cost, who can meet all the demand constraints. Our focus was on truthful
mechanisms with approximation guarantees against the optimal cost.
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Overview of Publications.

Concisely, the current dissertation is mainly based on the following con-
ference publications, where in each of them, the author of the dissertation
was the primary contributor or among the primary contributors.

1. Markakis Evangelos and Papasotiropoulos Georgios. Computa-
tional Aspects of Conditional Minisum Approval Voting in Elec-
tions with Interdependent Issues. In: Proceedings of the 29th Inter-
national Joint Conference on Artificial Intelligence (IJCAI), 2020.

2. Markakis Evangelos and Papasotiropoulos Georgios. Winner De-
termination and Strategic Control in Conditional Approval Voting.
In: Proceedings of the 30th International Joint Conference on Arti-
ficial Intelligence (IJCAI), 2021.

3. Markakis Evangelos and Papasotiropoulos Georgios. An Approval-
Based Model for Single-Step Liquid Democracy. In: Proceedings
of the 14th International Symposium on Algorithmic Game Theory
(SAGT), 2021.

4. Brill Markus, Markakis Evangelos, Papasotiropoulos Georgios
and Peters Jannik. Proportionality Guarantees in Elections with
Interdependent Issues. In: Proceedings of the 32nd International
Joint Conference on Artificial Intelligence (IJCAI), 2023.

5. Amanatidis Georgios, Filos-Ratsikas Aris, Lazos Philip, Markakis
Evangelos and Papasotiropoulos Georgios. On the Potential and
Limitations of Proxy Voting: Delegation with Incomplete Votes. In:
Proceedings of the 23rd International Conference on Autonomous
Agents and Multiagent Systems (AAMAS), 2024.

6. Markakis Evangelos and Papasotiropoulos Georgios. As Time
Goes By: Adding a Temporal Dimension Towards Resolving Dele-
gations in Liquid Democracy. Under Review.

An extended merging of the two publications that appeared first in the
list resulted in the following journal submission:

1. Markakis Evangelos and Papasotiropoulos Georgios. On the Com-
plexity of Winner Determination and Strategic Control in Condi-
tional Approval Voting. Under Review.

The author of this thesis has also co-authored the following publication:

1. Markakis Evangelos, Papasotiropoulos Georgios and Tsikiridis
Artem. On Improved Interval Cover Mechanisms for Crowdsourc-
ing Markets. In: Proceedings of the International Symposium on
Algorithmic Game Theory (SAGT). 2022



PART ONE
CONDITIONAL APPROVAL VOTING



[LX16] Lang and Xia (2016): Voting
in Combinatorial Domains.

Winner Determination
in Conditional Approval Voting 2

2.1 Election Framework and
Definitions . . . . . . . . . 20

2.2 Optimal Algorithms . . . 24
2.3 Approximation Algorithms 30
2.4 Concluding Discussion and

Future Directions . . . . . 38

Over the years, the field of Social Choice has focused more and more on deci-
sion making over combinatorial domains [LX16], which involves settings like
multi-winner elections, e.g. for the formation of a committee, and elections for
a set of issues that need to be decided upon simultaneously, often referred to as
multiple referenda. At what follows, we focus on approval voting as a means
for collective decision making on multiple issues with multiple alternatives each.
Approval voting offers a simple and easy to use format for running such elections,
by having voters express an approval or disapproval separately for the alterna-
tives of each issue. There is already a range of voting rules that are based on
approval ballots, including the classic Minisum solution, which for each issue
selects the alternative with the highest support from the electorate, along with
more recently introduced methods (outlined in the “Related Work” section).

However, the rules most commonly studied for approval voting are applicable
only when the issues under consideration are independent. As soon as the voters
exhibit preferential dependencies between the issues, we have more challenges
to handle. More precisely, voters’ preferences on a specific issue may be condi-
tioned upon the outcome of other issue(s) and this is not uncommon in practical
scenarios: A resident of a municipality may wish to support public project A,
only if public project B is also implemented; a faculty member may want to vote
in favor of hiring a new colleague only if the other new hires have a different
research expertise; a group of friends may want to go to a certain movie the-
ater only if they decide to have dinner at a nearby location; festival organizers
could choose to approve the inclusion of several musical acts in their lineup but
decide to limit the number of acts to a small fixed number, e.g., due to budget
constraints; a grant committee may approve funding for Project X, but only if
Project Y didn’t receive sufficient support from the committeemembers to be im-
plemented. We can also consider another example with conditional preferences,
taken from recommendation systems for online advertising: suppose an ad man-
agement service needs to make a personalized selection of ads, to be shown on
Alice’s favorite news website. For each slot (or area) in the advertising region
of the site, there is a set of possible ads to choose from and the overall goal is
to maximize the likelihood that Alice will click on one of these ads. Her likeli-
hood to click depends on whether she encounters ads that strongly align with her
interests. If we think of the slots as corresponding to issues, a recommendation
could be made by looking at the data from users “similar” to Alice (voters), and
their clicking behavior (approvals). Notably, these voters have conditional pref-
erences, as their probability of clicking on an ad is influenced when a related ad
appears in a nearby slot as the probability may increase for products frequently
bought together or decrease when a product is defamed by the ad of another.
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It is rather obvious that voting separately for each issue cannot provide a good
solution in any of the above settings. Consequently, as detailed in the “Related
Work” section, several approaches have been suggested to take into account pref-
erential dependencies. Nevertheless, the majority of these works are suitable for
rules where voters are required to express a ranking over the set of issues or
have a numerical representation of their preferences instead of approval-based
preferences. The first work that introduced a framework for expressing depen-
dencies exclusively in the context of approval voting was by Barrot and Lang
(2016). They defined the notion of a conditional approval ballot (where the vot-
ers can specify a dependency graph for the issues of the election in conjunction
with their ballots) and introduced new voting rules, that generalized some of the
known rules from the literature of the standard approval setting. Among the prop-
erties that were studied, it was also exhibited that, in general, a higher level of
expressiveness implies higher computational complexity. More precisely, the
Minisum solution (also frequently referred to as the Approval Voting rule) is
known to be efficiently computable in the standard (unconditional) approval set-
ting, but its generalization, referred to as Conditional Minisum (or CMS in short),
was shown to be NP-hard. In the unconditional approval setting, the Minisum
solution stands as the most straightforward method for selecting winning alter-
natives, and it has established itself as one of the primary election systems ex-
tensively examined in Economic Theory, Political Science and Computational
Social Choice, being also widely used in practice [End13].

Given how central the Minisum solution is, and how practical conditional bal-
lots can be in real-life scenarios, and in light of the computational challenges
presented in [BL16], it becomes natural to investigate whether CMS admits exact
algorithms for certain families of instances or approximation algorithms with
provable guarantees. Progress on this front would allow us to draw conclusions
on the applicability of approval-based elections in which voters are endowed
with a significant degree of expressiveness.

Contribution.

We undertake a study of the Conditional Minisum voting rule, a.k.a.
CMS, which attempts to minimize the total dissatisfaction score across
all voters in conditional approval elections, from the viewpoint of
algorithms and complexity. Our goal is to enhance the understanding
on the complexity implications due to conditional voting for the winner
determination problem under a rule that is known to be efficiently
computable in the absence of dependencies between issues, with respect
to both exact and approximate solutions.

In Section 2.2, we focus on conditions that lead to exact polynomial
time algorithms for computing the optimal solution under CMS voting
rule. For this, we consider the intuitively simple (but still NP-hard)
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case, where each issue can depend on at most one other issue for every
voter, and our main insight is that one can draw conclusions by looking
at (undirected variant of) the global dependency graph of an instance,
which is formed by taking the union of dependencies by all voters. We
later generalize this result for dependencies on any constant number of
issues. Restrictions on the structure of the global dependency graph
allow us to identify the condition of bounded treewidth as the only
restriction that leads to optimal efficient algorithms. More precisely,
our results provide characterizations for the families of CMS instances
that can be placed in P and FPT, implying that the condition of bounded
treewidth serves as the lynchpin between expressiveness of voters’
ballots and efficiency of solving the winner determination problem.
These results also establish a connection with well studied classes of
Constraint Satisfaction Problems, which can be of independent interest.

In Section 2.3, we provide the first multiplicative approximation algo-
rithms for conditional approval elections of issues with binary domain,
under the condition that for every voter, each issue can depend on at
most one other issue. The considered family of instances, includes the
set of instances that were proven to be NP-hard in [BL16]. In the cor-
responding graph-theoretic representation of the problem, which will be
introduced in Section 2.1, the condition corresponds to voters with depen-
dency graph of maximum in-degree no more than 1. The main positive
result of the section is an algorithm that achieves an approximation factor
of 1.1037. Interestingly, our algorithm is based on a reduction to MIN SAT,
an optimization version of SAT that has rarely been applied in Computa-
tional Social Choice (in contrast to MAX SAT). The result is contingent
upon an additional, but well-motivated from the perspective of Social
Choice, assumption regarding the number of approved alternatives per
issue in a voter’s ballot. Imposing such a further requirement might at
first seem demanding, however, we have also established a strong nega-
tive result: in the absence of further assumptions, no algorithm can attain
any bounded multiplicative approximation guarantee, even for instances
with binary domains and even if for every voter, each issue depends on
at most one other issue. Concluding the section, we put forth some addi-
tional (and similar in flavor) assumptions that, when satisfied, also enable
the existence of provable approximation guarantees, albeit non-constant.
Interestingly, these results also relate the considered voting rule with clas-
sic algorithmic problems.
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Related Work.

Approval voting for multi-issue elections has gained great attention in the recent
years, driven by its simplicity and practical potential. Apart from the classic
Minisum solution [BF78; BF82; LS10; Web78], other rules have also been con-
sidered, such as the Minimax solution [BKS07], Satisfaction Approval Voting
[BK15], families of rules based onWeighted Averaging Aggregation [ABL+15],
Proportional Approval Voting and Chamberlin-Courant. The last two rules, as
well as Minisum, can be captured by the general family of Thiele voting rules;
for these (and other approval based rules) we refer to the very recently published
book [LS23] and to the surveys [BF10; Kil10]. None of these rules however al-
low voters to express dependencies.

The first work that exclusively studied issues in approval-based elections is by
Barrot and Lang (2016). Namely, three voting rules were proposed for incorpo-
rating such dependencies (including the Conditional Minisum rule that we con-
sider here) and some of their properties were studied, mainly on the satisfiability
of certain axioms. Conditional approval ballots have a clear resemblance with
the well-studied model of CP-nets [BBD+04], which is a graphical representa-
tion of voters’ preferences depicting conditional dependence and independence
of preference statements under a ceteris paribus (all else being equal) interpre-
tation, but, as it has been highlighted in [BL16], the two frameworks define
different semantics and are incomparable.

Even if one moves away from approval-based elections, the presence of prefer-
ential dependencies remains a major challenge when voting over combinatorial
domains. Several methodologies have been considered achieving various levels
of trade-offs between expressiveness and efficient computation. Some represen-
tative examples include, among others, sequential voting [AEG+11; DPR+11;
LX09; XC12], or completion principles for partial preferences [CL12; LL09].
Analogous attempts to increase the expressiveness of agents’ ballots have been
also examined in other subfields of Computational Social Choice; indicatively
we refer to Participatory Budgeting [JST20; REH23], Judgement Aggregation
[GE10] and Liquid Democracy [CGN21].

2.1 Election Framework and Definitions

Let 𝐼 = {𝐼1, … , 𝐼𝑚} be a set of 𝑚 issues, where each issue 𝐼𝑗 is associated with
a finite domain 𝐷𝑗 of alternatives. An outcome is an assignment of a value for
every issue, and let 𝐷 = 𝐷1 ×𝐷2 ×⋯×𝐷𝑚 be the set of all possible outcomes.
Let also 𝑉 = {1, … , 𝑛} be a group of 𝑛 voters who have to decide on a common
outcome from 𝐷.
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1: When Δ𝑖 is large for some
voter 𝑖, the input might be-
come exponentially large. Alter-
natively, one could try a succinct
way of representing ballots using
propositional formulae. We will
not examine further this issue,
since for the cases that we con-
sider, the in-degree is constant.

Voting Format. To express dependencies among issues, we mostly follow the
format described in [BL16]. Each voter 𝑖 ∈ [𝑛] is associated with a directed
graph 𝐺𝑖 = (𝐼, 𝐸𝑖), called dependency graph, whose vertex set coincides with
the set of issues. A directed edge (𝐼𝑘, 𝐼𝑗) means that issue 𝐼𝑗 is affected by
𝐼𝑘. We also let 𝑁 −

𝑖 (𝐼𝑗) be the (possibly empty) set of direct predecessors of
issue 𝐼𝑗 in 𝐺𝑖. We first explain briefly how the voters are expected to submit
their preferences, before giving the formal definition. For an issue 𝐼𝑗 that has
no predecessors in 𝐺𝑖 (in other words, its in-degree is 0), voter 𝑖 is allowed
to cast an unconditional approval ballot, stating the alternatives of 𝐷𝑗 that are
approved by her. In the case that issue 𝐼𝑗 has a positive in-degree in 𝐺𝑖, then let
{𝐼𝑗1

, 𝐼𝑗2
, … , 𝐼𝑗𝑘

} ⊆ 𝐼 be all its direct predecessors (also called in-neighbors).
Voter 𝑖 then needs to specify all the combinations that she approves in the form
{𝑡 ∶ 𝑟}where 𝑟 ∈ 𝐷𝑗, and 𝑡 ∈ 𝐷𝑗1

×𝐷𝑗2
×⋯×𝐷𝑗𝑘

. Every such combination {𝑡 ∶
𝑟} signifies the satisfaction of voter 𝑖with respect to issue 𝐼𝑗 in a given outcome,
when that outcome contains all alternatives in 𝑡 as well as the alternative 𝑟 for
the issue 𝐼𝑗. Both cases of zero and positive in-degree for an issue can be unified
in the following definition of conditional approval ballots.

Definition 2.1 A conditional approval ballot of a voter 𝑖 over issues 𝐼 =
{𝐼1, … , 𝐼𝑚} with domains 𝐷1, … , 𝐷𝑚 respectively, is a pair

𝐵𝑖 = ⟨𝐺𝑖, {𝐴𝑗, 𝑗 ∈ [𝑚]}⟩,

where𝐺𝑖 is the dependency graph of voter 𝑖, and for each issue 𝐼𝑗, 𝐴𝑗 is a set
of conditional approval statements in the form {𝑡 ∶ 𝑟} with 𝑡 ∈ ∏𝑘∈𝑁−

𝑖 (𝐼𝑗) 𝐷𝑘,
and 𝑟 ∈ 𝐷𝑗.

To simplify the presentation, when a voter has expressed a common dependency
for 𝑘 > 1 alternatives of an issue 𝐼𝑗, we can group them together and write
{𝑡 ∶ {𝑑1

𝑗 , 𝑑2
𝑗 , … , 𝑑𝑘

𝑗 }}, instead of {𝑡 ∶ 𝑑1
𝑗 }, {𝑡 ∶ 𝑑2

𝑗 }, … , {𝑡 ∶ 𝑑𝑘
𝑗 }. Additionally,

for every issue 𝐼𝑗 with in-degree 0 by some voter 𝑖, a vote in favor of 𝑑𝑗 will be
written simply as {𝑑𝑗}, instead of {∅ ∶ 𝑑𝑗}.
An important quantity for parameterizing families of instances is the maximum
in-degree1 of each graph 𝐺𝑖, namely Δ𝑖 = max𝑗∈[𝑚]{|𝑁 −

𝑖 (𝐼𝑗)|}. Let also Δ =
max𝑖∈[𝑛] Δ𝑖. Given a voter 𝑖 with conditional ballot 𝐵𝑖, we will denote by 𝐵𝑗

𝑖
the restriction of her ballot to issue 𝐼𝑗. Moreover, a conditional approval voting
profile is given by a tuple 𝑃 = (𝐼, 𝐷, 𝑉 , 𝐵), where 𝐵 = (𝐵1, 𝐵2, … , 𝐵𝑛).

Definition 2.2 The global dependency graph of a set of voters is the undi-
rected simple graph that emerges from ignoring the orientation of edges in
the graph (𝐼, ⋃𝑖∈[𝑛] 𝐸𝑖), where 𝐸𝑖 is the edge set of the dependency graph of
voter 𝑖.
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Example 2.1 As an illustration, we consider 3 co-authors of some joint re-
search who have to decide on 3 issues:
Û Whether they will work more before the submission deadline on obtaining

new theorems.

Û Wether they have enough material to split their work into two, or even
multiple, papers or submit all their results in a single submission.

Û Whether they should invite a new co-author to work with them because of
his insights that can help on improving their results.

The first author insists on more work before the submission, additionally he
approves the choice of two submissions if and only if they work more on
new theorems. Furthermore, he does not want to have a new co-author if and
only if they split their work. The second author does not have time for more
work before the deadline, he has no strong opinion on multiple submissions,
approving both alternatives, and he agrees with inviting a new co-author only
if they decide both to work more for new results and to submit a single paper.
Finally, the last author is interested in working more and in splitting their work
and she does not have a strong opinion on whether she prefers to invite a new
co-author or not, unless they all decide not to work more neither to make more
than a single submission, in which case she disagrees with such an invitation.

More formally, let 𝐼 = {𝐼1, 𝐼2, 𝐼3} be the aforementioned issues where 𝐷1 =
{𝑤, 𝑤}, 𝐷2 = {𝑚, 𝑚}, 𝐷3 = {𝑐, 𝑐}. Voters’ preferences are shown below.

voter 1 voter 2 voter 3
𝑤 {𝑤, 𝑚, 𝑚} {𝑤, 𝑚}

𝑤 ∶ 𝑚 𝑤𝑚 ∶ 𝑐 𝑤𝑚 ∶ {𝑐, 𝑐}
𝑤 ∶ 𝑚 𝑤𝑚 ∶ 𝑐 𝑤𝑚 ∶ {𝑐, 𝑐}
𝑚 ∶ 𝑐 𝑤𝑚 ∶ 𝑐 𝑤𝑚 ∶ {𝑐, 𝑐}
𝑚 ∶ 𝑐 𝑤𝑚 ∶ 𝑐 𝑤𝑚 ∶ 𝑐

The dependency graphs of the instance follow. More precisely, in the figure
below one can find the dependency graph of voter 1 (up left), the dependency
graphs of voters 2 and 3 (down left) and the global dependency graph (right).
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Voting Rule. In this work, we study a generalization of the classic Minisum
solution in the context of conditional approval voting. To do so, we firstly define
a measure for the dissatisfaction of a voter given an assignment of values to all
the issues, using the following generalization of Hamming distance.

Definition 2.3 Given an outcome 𝑠 = (𝑠1, 𝑠2, … , 𝑠𝑚) ∈ 𝐷, we say that voter
𝑖 is dissatisfied (or disagrees) with issue 𝐼𝑗, if for the projection of 𝑠 on𝑁 −

𝑖 (𝐼𝑗),
say 𝑡, it holds that {𝑡 ∶ 𝑠𝑗} ∉ 𝐵𝑗

𝑖 . We denote as 𝛿𝑖(𝑠) the total number of issues
that dissatisfy voter 𝑖.

Example 2.1 (cnt’d). The values of 𝛿𝑖(𝑠) for every outcome 𝑠 and voter 𝑖
follow.

𝛿𝑖(⋅) 𝑤𝑚𝑐 𝑤𝑚𝑐 𝑤𝑚𝑐 𝑤𝑚𝑐 𝑤𝑚𝑐 𝑤𝑚𝑐 𝑤𝑚𝑐 𝑤𝑚𝑐
voter 1 1 0 1 2 3 2 1 2
voter 2 2 1 1 2 1 0 1 0
voter 3 0 0 1 1 1 1 3 2

The rule that our work deals with is Conditional Minisum (CMS) and outputs the
outcome that minimizes the total number of disagreements over all voters. To
simplify notation, we will use CMS to refer both to the voting rule and to the
related algorithmic problem; the exact meaning will always be clear from the
context. Formally, the algorithmic problem that we study is as follows.

CONDITIONAL MINISUM (CMS)
Given: A voting profile 𝑃 with 𝑚 issues and 𝑛 voters casting condi-

tional approval ballots.
Output: A boolean assignment 𝑠∗ = (𝑠∗

1, … , 𝑠∗
𝑚) to all issues that

achieves min𝑠∈𝐷 ∑𝑖∈[𝑛] 𝛿𝑖(𝑠).

Example 2.1 (cnt’d). The Conditional Minisum solution would prescribe to
the authors to work more for new results, to split their work into two submis-
sions, and not to invite a new co-author, which corresponds to the outcome
{𝑤𝑚𝑐}.

If the global dependency graph of an instance is empty, i.e., Δ𝑖 = 0 for every
voter 𝑖, then the election degenerates to Unconditional Minisum which is simply
the classic Minisum rule in approval voting over multiple independent issues.

Finally, in the sequel, we will extensively make use of the treewidth of a graph
𝐺, denoted as 𝑡𝑤(𝐺). For the relevant definition, we refer to [RS86]

[RS86] Robertson and Seymour
(1986): Graph Minors. II. Algorith-
mic Aspects of Tree-Width.

or to any
textbook of parameterized complexity such as [CFK+15]

[CFK+15] Cygan et al. (2015): Pa-
rameterized Algorithms..
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2: This holds since, an acyclic
dependency graph for every voter
does not necessarily lead to an
acyclic global dependency graph
and furthermore, the bounded in-
degree in each 𝐺𝑖, does not im-
ply a constant upper bound for
the maximum in-degree of the
global graph.

2.2 Optimal Algorithms

The price we pay for the higher expressiveness of CMS, compared to the classic
Minisum solution, is its increased complexity. Here, we focus on understanding
the properties that allow CMS to be implemented in polynomial time. For this,
we firstly stick to the case where Δ𝑖 ≤ 1 for every voter 𝑖, which is already
NP-hard, and at the same time forms the most obvious, first-step generalization
of Unconditional Minisum to the setting of dependencies. Then, we generalize
our results for profiles of bounded Δ𝑖, for every voter 𝑖. To investigate what
further restrictions can make the problem tractable, we utilize the global depen-
dency graph of an instance, defined in Section 2.1, as the aggregation of all the
dependencies of the voters into a single graph. To see how to exploit the global
dependency graph, it is instructive to inspect the NP-hardness proof for CMS in
[BL16], which holds for instances where Δ𝑖 = 1 for every voter 𝑖, and each
dependency graph is acyclic. Examining the profiles created in that reduction,
we notice that no restrictions can be stated for the form of the global dependency
graph corresponding to the produced instances.2

Our insight is that it may not be only the structure of each voter’s dependency
graph that causes the problem’s hardness, but in addition, the absence of any
structural property on the global dependency graph. Motivated by this, we in-
vestigate conditions for the global dependency graph, that enable us to obtain
the optimal solution in polynomial time. Our findings reveal that this is indeed
feasible for the classes of graphs with constant treewidth.

In our results, we make extensive use ofConstraint Satisfaction Problems (CSPs).
A CSP instance is described by a tuple (𝑉 , 𝐷, 𝐶), where 𝑉 is the set of variables,
𝐷 is the Cartesian product of the domains of the variables, and 𝐶 is a set of
constraints. Each constraint involves a subset of the variables, and is represented
by all the combinations of variables that make it satisfied. We will pay particular
attention to the so-called binary CSPs, where each constraint involves at most
two variables. The decision problem for a CSP asks whether we can find an
assignment to the variables of 𝑉 so that all constraints of𝐶 are satisfied, whereas
a natural optimization version [FW92] is to minimize the number of unsatisfied
constraints. When analyzing CSPs, a useful concept in the literature is the primal
(or Gaifman) graph of an instance, defined below.

Definition 2.4 The primal graph of a CSP instance is an undirected graph,
whose vertices are the variables of the instance and there is an edge between
two vertices, if and only if they co-appear in at least one constraint.

The proof of the following theorem is based on formulating our problem as min-
imizing the number of unsatisfied constraints in an appropriate binary CSP in-
stance, whose primal graph has constant treewidth. For these classes of CSPs, one
can use known results from [Fre90]

[Fre90] Freuder (1990): Complexity
of 𝑘-Tree Structured Constraint Sat-
isfaction Problems.

or [KHK02]

[KHK02] Koster et al. (2002): Solv-
ing Partial Constraint Satisfaction
Problems with Tree Decomposition.for solving them efficiently.
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Binary CSPs, and therefore CMS
as well, are also equivalent to a
set of other problems such as the
PARTITIONED SUBGRAPH ISOMOR-
PHISM problem [Mar10].

Theorem 2.1 If the global dependency graph of a CMS instance withΔ𝑖 ≤ 1,
for every voter 𝑖, has constant treewidth, then CMS can be implemented in
polynomial time, even with an arbitrary domain cardinality for each issue.

Proof. Consider an instance 𝑃 = (𝐼, 𝐷, 𝑉 , 𝐵) of CMS with 𝑛 voters and 𝑚
issues, and let 𝐺 be its global dependency graph. Suppose the treewidth of
𝐺 is bounded by 𝑘 ∈ 𝑂(1), and let 𝑑 be the maximum cardinality among
the domains. We form an instance of the minimization version of binary CSP,
with 𝑚 ⋅ 𝑛 constraints, where each constraint expresses the satisfaction of a
specific voter for a specific issue.

Recall that we have assumed the maximum in-degree of every voter’s depen-
dency graph is at most one, thus each constraint in the CSP instance that we
construct involves at most two variables, which means that the obtained CSP
is indeed binary. Also, we can express each constraint by providing at most
𝑑2 combinations of the two involved variables (i.e., the combinations that sat-
isfy the constraint). Hence, the construction of the CSP instance can be done
in polynomial time.

Since each constraint that involves two variables3 3: For uniformity, we could add
dummy issues in the CMS instance
(resp. dummy variables in the CSP
instance) so that the final CSP only
has constraints with exactly two
variables.

corresponds to an edge of
the global dependency graph and constraints with exactly one variable do not
contribute any edges neither to the primal nor to the global dependency graph,
the following can be easily verified.

Claim 2.2 The primal graph of the produced CSP instance is identical to
the global dependency graph of the CMS instance.

Therefore, CMS has been formulated as minimizing the number of unsatisfied
constraints in a binary CSP with primal graph of constant treewidth and these
classes of CSPs are solvable in 𝑂(𝑛𝑘) time by [Fre90]4 4: In fact, the original results in

[Fre90] do not deal with the opti-
mization version, but as demon-
strated in later works (see e.g.,
Proposition 4.3 from [KKM+19],
it can be extended for this version
as well.

or [KHK02]. □

We additionally highlight that the above theorem can be generalized when there
is a weight 𝑤𝑖 for each voter 𝑖 so that the objective becomes the weighted sum
of the dissatisfaction scores.

In trying to move away from treewidth-based assumptions, a natural question
is whether we can solve other classes of instances, containing graphs of non-
constant treewidth, by focusing on other parameters of the problem. Quite sur-
prisingly, it turns out that bounded treewidth is essentially the only property that
can yield efficiency guarantees. To establish this claim, we will first show a
“reverse” direction to Theorem 2.1, namely that binary CSPs can be reduced to
solving CMS. Hence, together with Theorem 2.1, this means that CMS is compu-
tationally equivalent to binary CSPs.
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Theorem 2.3 Every binary CSP with primal graph𝐺, can be reduced in poly-
nomial time to a CMS instance with Δ𝑖 ≤ 1 for every voter 𝑖, and with 𝐺 as
the global dependency graph.

Proof. For convenience, we will work with the standard decision version
of CSP where one asks if there is a solution that satisfies all the constraints.
Let 𝑃 be a binary CSP instance, and without loss of generality, assume that
every constraint involves exactly two variables (which can be enforced by
the addition of dummy variables). We construct a CMS instance 𝑃 ′, where the
issues correspond to the variables and the voters correspond to the constraints
of 𝑃 . In particular, for every variable 𝑥𝑗 of the CSP instance, we add an issue
𝐼𝑗 and for every constraint we add a voter with the following preferences. Let
𝑥𝑗 and 𝑥𝑘 be the two variables involved in that voter’s constraint.

Û We pick one of the two variables (arbitrarily), say 𝑥𝑘, and we set 𝐼𝑘 as
the issue that the voter cares about, conditioned on 𝐼𝑗. We also set her
conditional ballot for issue 𝐼𝑘 in such a way, so that the voter becomes
satisfied precisely for all combinations of values for 𝑥𝑗 and 𝑥𝑘 that make
the constraint satisfied.

Û The voter is satisfied unconditionally with every outcome of every issue
other than 𝐼𝑗 and 𝐼𝑘.

Obviously, in the described instance the dependency graph of every voter has
maximum in-degree equal to one.

As an example, suppose that a constraint is of the form 𝑥1 ∨ 𝑥2 and the vari-
ables 𝑥1, 𝑥2 have binary domain. Then we introduce a new voter, and two
issues, 𝐼1, 𝐼2 (the issues may have been introduced already by other con-
straints in the instance), and we can select 𝐼2 as being dependent on 𝐼1. The
conditional ballot regarding the satisfaction of the voter for 𝐼2 is {𝑥1 ∶ 𝑥2},
{𝑥1 ∶ 𝑥2}, {𝑥1 ∶ 𝑥2}. In addition, the voter has an unconditional ballot for 𝐼1,
in the form {𝑥1, 𝑥1}, thus approving every value for 𝐼1.

To complete the reduction, we consider the decision version of CMS where
we ask if there is an assignment with no dissatisfactions, i.e., the instance
𝑃 ′ has an affirmative solution only when all voters are satisfied with all the
issues. It is obvious that this is a polynomial time reduction (the conditional
ballot of each voter for her single issue of interest can be described in 𝑂(𝑑2)
time, where 𝑑 is the maximum domain cardinality of the CSP variables). It is
quite obvious also that every edge from the primal graph of 𝑃 corresponds
to an edge in the global dependency graph of 𝑃 ′, and vice versa. Hence:

Claim 2.4 The primal graph of CSP instance 𝑃 is identical to the global
dependency graph of the CMS instance 𝑃 ′.
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Theorem 2.1: If the global depen-
dency graph of a CMS instance
with Δ𝑖 ≤ 1, for every voter
𝑖, has constant treewidth, then
CMS can be implemented in poly-
nomial time, even with an arbi-
trary domain cardinality for each
issue.
Theorem 2.3: Every binary CSP
with primal graph 𝐺, can be re-
duced in polynomial time to a
CMS instance with Δ𝑖 ≤ 1 for
every voter 𝑖, and with 𝐺 as the
global dependency graph.

Finally, it remains to see that there exists a solution to 𝑃 ′ if and only if there
exists a solution to 𝑃 . Indeed, any solution to 𝑃 ′ corresponds to an assign-
ment of values to the issues such that all voters are satisfied with all issues,
which means that all the constraints of the CSP instance 𝑃 are satisfied. The
converse is also easily verified. □

Theorem 2.3 allows us to apply somewell known hardness results on binary CSPs,
namely [Gro07; GSS01], which imply that one cannot hope to have an efficient
algorithm for a class of CMS instances, if the class contains instances with non-
constant treewidth. Hence, Theorem 2.1 is essentially tight, and this resolves
the problem of finding a characterization for polynomial time solvability of CMS,
subject to a standard complexity theory assumption. This is summarized in the
following corollary.

Corollary 2.5 Let G be a recursively enumerable (e.g., decidable) class of
graphs, and let CMS(G) be the class of instances with a global dependency
graph that belongs to G, and withΔ𝑖 ≤ 1 for every voter 𝑖. Assuming FPT≠
W[1], there is a polynomial algorithm for CMS(G) if and only if every graph
in G has constant treewidth.

Proof. The positive result comes from Theorem 2.1. By Theorem 2.3, an
algorithm for the class of CMS instances whose global dependency graph be-
longs to G implies an algorithm for the CSP instances whose primal graph
belongs to G. The proof can be completed by applying the hardness results
for binary CSPs by [Gro07; GSS01] [Gro07] Grohe (2007): Logic,

Graphs, and Algorithms.
[GSS01] Grohe et al. (2001): When
is the Evaluation of Conjunctive
Queries Tractable?.

. □

Remark 2.1 If we strengthen the complexity assumption used inCorollary 2.5
to the Exponential Time Hypothesis (ETH), we can obtain an even stronger
impossibility. In particular, by exploiting the result of [Mar10] [Mar10] Marx (2010): Can You Beat

Treewidth?.
, and the proof

of Theorem 2.3, we can show that under ETH, one cannot even hope for an al-
gorithm on CMS(G) that runs in time 𝑓(𝐺)||𝑃 ||𝑜(𝑡𝑤(𝐺))/𝑙𝑜𝑔(𝑡𝑤(𝐺)), where ||𝑃 ||
is the size of the CMS instance and 𝐺 ∈ G. This implies that the running time
𝑂(𝑛𝑡𝑤(𝐺)) of the algorithm from Theorem 2.1 is the best possible up to an
𝑂(log (𝑡𝑤(𝐺))) factor in the exponent.

2.2.1 Generalizations to Higher In-degrees

We highlight that Theorem 2.1 cannot be immediately generalized so as to ap-
ply to instances where Δ𝑖 ≥ 2 for some voter 𝑖, since in that case the global
dependency graph will not necessarily coincide with the primal graph of the cor-
responding CSP that we constructed in the proof of Theorem 2.1 (which is an
essential part of the proof). In order to obtain a result for higher in-degrees, we
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introduce the following definition, which is a generalization of the global depen-
dency graph, and where we simply replace a vertex and its in-neighbors by a
clique on the same set of vertices.

Definition 2.5 The extended global dependency graph of a set of voters is the
undirected (simple) graph (𝐼, ⋃𝑖∈[𝑛]

̃𝐸𝑖), where ̃𝐸𝑖 is the edge set of a graph
that corresponds to voter 𝑖 and is created by enforcing an undirected clique
for every issue 𝐼𝑗 and any voter 𝑖, on the set 𝑁 −

𝑖 (𝐼𝑗) ∪ {𝐼𝑗}.

Note that for the cases where Δ ≤ 1, the extended global dependency graph
of an instance coincides with the global dependency graph (and hence with the
primal graph created in the proof of Theorem 2.1). The crucial observation now
is that as long as Δ ∈ 𝑂(1), an instance of CSP equivalent to the initial CMS
instance, can be created in polynomial time by following very closely the proof
of Theorem 2.1. And most importantly, even though the extended global depen-
dency graph of the CMS instance does not coincide with the global dependency
graph, it does coincide with the primal graph of the created CSP instance; which
is all we need. We stress also that one of the reasons we need Δ ∈ 𝑂(1), is to
ensure that we can in polynomial time specify all the combinations that satisfy
a constraint (namely by specifying at most 𝑑Δ satisfying combinations).

To finalize the argument for the generalization, note that the created CSP instance
will no longer be a binary CSP (i.e., it will not have at most two variables in each
constraint). Nevertheless, these instances will have at most a constant number of
variables in each constraint, due to Δ being constant, and they are still tractable
as long as the primal graph of the CSP has bounded treewidth [Fre90]. Hence,
our discussion can be summarized by the following theorem, which is indeed a
generalization of Theorem 2.1 for instances of higher in-degrees.

Theorem 2.6 If the extended global dependency graph of a CMS instance with
Δ𝑖 ∈ 𝑂(1) for every voter 𝑖, has constant treewidth, then CMS can be imple-
mented in polynomial time, even with an arbitrary domain cardinality for each
issue.

Finally, we can also obtain a generalization of Theorem 2.3 (the exact same argu-
ments apply with the global dependency graph being replaced by the extended
global dependency graph). This leads to the following characterization regard-
ing instances with higher in-degrees, which is the analog of Corollary 2.5.

Corollary 2.7 Let G be a recursively enumerable class of graphs, and let
CMS(G) be the class of instances with an extended global dependency graph
that belongs to G, and with Δ𝑖 ∈ 𝑂(1) for every voter 𝑖. Assuming FPT ≠
W[1], there is a polynomial algorithm for CMS(G) if and only if every graph
in G has constant treewidth.
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We finally note that a remark analogous to Remark 2.1 also applies here, but
again for the treewidth of the extended global dependency graph.

2.2.2 Parameterized Complexity of CMS

The algorithm used in the proof of Theorem 2.1, runs in time exponential in
𝑡𝑤(𝐺), where 𝐺 is the global dependency graph and thus it places CMS in the
complexity class XP, with respect to the treewidth parameter. One can wonder
if anything more can be said concerning the fixed parameter tractability of the
problem. Given the equivalence of our problem for Δ𝑖 ≤ 1, for every voter 𝑖,
with binary CSP, we can use existing results [GS08; SS10] to extract some further
characterizations and obtain an almost complete picture with respect to the most
relevant parameters. On the positive side, we can see that our problem is in FPT
with respect to the parameter “treewidth + domain size”. On the negative side,
we cannot hope to prove FPT only with respect to the one of the two parameters,
independent of the other, as stated below.

Corollary 2.8 When Δ𝑖 ∈ 𝑂(1) for every voter 𝑖, CMS is in FPT with respect
to the parameter 𝑡𝑤 + 𝑑, where 𝑡𝑤 is the treewidth of the extended global
dependency graph and 𝑑 is the maximum domain size. Moreover, even when
Δ𝑖 ≤ 1 for every voter 𝑖, it is 𝑊[1]-hard with respect to 𝑡𝑤 and with respect
to 𝑑.

Proof. First, let us introduce some notation for ease of presentation. Given
a set of parameters 𝑆, we denote as Π{𝑆} the parameterized version of a
problem Π, having all variables in 𝑆 as parameters. Π{𝑆} is in FPT if every
instance 𝐼 of Π can be solved in time 𝑂(𝑓(𝑆)|𝐼|𝑐) for some constant 𝑐, and
a computable function 𝑓 , independent of any variable of Π other than the
parameters in 𝑆. For a CSP instance we will denote by 𝑡𝑤′ the treewidth of
its primal graph, by 𝑑′ the maximum domain size of every variable, and by
𝑎𝑟𝑖𝑡𝑦 the maximum number of variables that co-appear in a constraint.

To prove the positive statement, we exploit the fact that CSP{𝑎𝑟𝑖𝑡𝑦, 𝑑′, 𝑡𝑤′}
is in FPT by [GSS01] [GSS01] Grohe et al. (2001): When

is the Evaluation of Conjunctive
Queries Tractable?.

. This trivially implies that for CSP instances of constant
arity, we have that CSP{𝑑′, 𝑡𝑤′} is in FPT. We can now use our Theorem 2.6.
In particular, if we have a CMS instance, where Δ𝑖 ∈ 𝑂(1), and where 𝑑 is
the maximum domain size Theorem 2.6: If the extended

global dependency graph of a
CMS instance with Δ𝑖 ∈ 𝑂(1)
for every voter 𝑖, has constant
treewidth, then CMS can be imple-
mented in polynomial time, even
with an arbitrary domain cardinal-
ity for each issue.

and 𝑡𝑤 is the treewidth of the extended global
dependency graph, Theorem 2.6 shows that we can reduce this to solving a
CSP instance of constant arity and with 𝑑′ = 𝑑 and 𝑡𝑤′ = 𝑡𝑤. Hence, we
have that CMS{𝑡𝑤, 𝑑} is in FPT, when Δ𝑖 ∈ 𝑂(1).
To prove the negative statements, we use the following definition: A set of
parameters𝑆 dominates a set𝑆′ if whenever all parameters of𝑆′ are bounded
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by some constants, all parameters of 𝑆 are bounded too. In [SS10] [SS10] Samer and Szeider (2010):
Constraint Satisfaction with Bounded
Treewidth Revisited.

(Theorem
1 therein), it was proved that CSP𝑏𝑖𝑛{𝑎𝑟𝑖𝑡𝑦, 𝑡𝑤′} and CSP𝑏𝑖𝑛{𝑎𝑟𝑖𝑡𝑦, 𝑑′} are
W[1]-hard, where CSP𝑏𝑖𝑛 denotes the class of binary CSP instances. It is trivial
to see that the set 𝑆 = {𝑡𝑤′} dominates the set 𝑆′ = {𝑎𝑟𝑖𝑡𝑦, 𝑡𝑤′}. Hence,
by utilizing Lemma 1 in [SS10], we obtain that CSP𝑏𝑖𝑛{𝑡𝑤′} is 𝑊[1]-hard
and the same is true also for CSP𝑏𝑖𝑛{𝑑′}. Given the reduction established in
our Theorem 2.3, of binary CSPs with parameters 𝑡𝑤′ and 𝑑′ to CMS instances
with Δ𝑖 ≤ 1 and with 𝑡𝑤 = 𝑡𝑤′ and 𝑑 = 𝑑′, we can conclude that both
CMS{𝑡𝑤} and CMS{𝑑} are W[1]-hard too. □

On the Assumptions’ Naturality.

We conclude by noting that the instances captured by the assumptions we
have made in the current section are indeed meaningful in multi-issue elec-
tions with logically dependent issues. We mostly considered instances where
Δ𝑖 ≤ 1 for every voter 𝑖, which is the non-trivial (NP-hard to solve the win-
ner determination problem) first-step generalization of the traditional (Min-
isum) approval voting rule. Secondly, the main positive result was for the
case where the global dependency graph has a bounded treewidth. This can
allow e.g., for paths, where we could think of the issues as being ordered
on a line, with a sequential dependence between them. Likewise, when the
global dependency graph forms a tree, we can again have a hierarchy regard-
ing dependencies (e.g., a star graph can arise when there is a central issue,
the decision for which influences the satisfaction of voters on the remaining
issues). Going further, a constant treewidth allows for even more complex
dependencies among issues, but still well-structured.

2.3 Approximation Algorithms

It is well known that a Minisum solution can be efficiently computed when there
are no dependencies [BKS07]. In contrast to this, CMS is NP-hard even when all
the issues have a binary domain and there is only a single dependence per voter,
i.e., when every voter’s dependency graph has just a single edge [BL16]. Given
this hardness result, it is natural to resort to the framework of approximation algo-
rithms. The only known result from this perspective is an algorithm by [BL16],
with a differential approximation ratio of 4.34/(𝑚 ∑𝑗∈𝐼 2|𝑁−(𝑗)| +4.34), for the
case of a common acyclic dependency graph, where 𝑁 −(𝑗) is the set of common
in-neighbors of issue 𝑗 (for each voter 𝑖 and issue 𝑗, 𝑁 −

𝑖 (𝑗) = 𝑁 −(𝑗)). How-
ever, differential approximations (we refer to [DGP98] for the definition of this
concept) form a less typical approach in the field of approximation algorithms.
Instead, we focus on the more standard framework of multiplicative approxi-
mation algorithms, as treated also in common textbooks [Vaz03; WS11]. An
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algorithm for a minimization problem achieves a multiplicative ratio of 𝛼 ≥ 1,
if for every instance 𝐼 , it produces a solution with cost at most 𝛼 times the opti-
mal. We stress that a differential approximation ratio for minimization problems
does not in general, imply any multiplicative approximation ratio [BP03].

We start first with a rather strong negative result in terms of the viability of
approximate solutions. The main result of the previous section was the hardness
of computing optimal outcomes (Theorem 2.3). In fact, the proof of Theorem 2.3
implies also the following important multiplicative inapproximability.

Corollary 2.9 Even when Δ𝑖 ≤ 1 for every voter 𝑖, it is NP-hard to obtain
any finite approximation ratio for CMS.

Proof. If we look again at the proof of Theorem 2.3, we can see that we
have reduced the solution of a binary CSP instance to deciding whether a CMS
instance admits a solution of cost zero, i.e., a solution where all voters are
satisfied. Given the hardness of binary CSPs, we conclude then that deciding
if a CMS instance has optimal cost equal to zero is NP-hard. Suppose now
that we could obtain an approximation algorithm with some finite approxi-
mation ratio for every instance. This immediately means that we could use
this algorithm to distinguish between instances that have an optimal cost of
zero (where the algorithm would have to return the optimal solution by the
definition of approximation ratio) from the remaining instances (where the
algorithm would return some solution with a positive cost). Hence we would
have solved an NP-hard problem. □

Therefore, a polynomial time algorithm with a bounded multiplicative approxi-
mation guarantee, could only be possible under further assumptions. Our main
contribution in this section is the first class of multiplicative approximation algo-
rithms for some special cases of CMS. Sticking to the already hard class of binary
domains and Δ𝑖 ≤ 1, for every voter 𝑖 (which includes the instances in which
every voter has one edge, considered in the hardness result of [BL16]), we focus
on instances that satisfy an assumption motivated by the fact that in the uncon-
ditional case, allowing voters to approve at most a single alternative per issue
is already an interesting and well-studied voting scenario, which corresponds to
the multi-issue analog of elections under the classic plurality setting.

Definition 2.6 Consider a CMS instance with binary domains, and where the
dependency graph of every voter 𝑖 satisfies Δ𝑖 ≤ 1. The instance is called
1-approval, if for every issue 𝐼𝑗 that is dependent on some issue 𝐼𝑘 according
to the preferences of a voter 𝑖, it holds that 𝑖 can be satisfied only with one pair,
say {𝑥𝑘 ∶ 𝑥𝑗}, with respect to 𝐼𝑗, where 𝑥𝑘 ∈ 𝐷𝑘 and 𝑥𝑗 ∈ 𝐷𝑗. No restrictions
are imposed to the number of approved alternatives for unconditional ballots.



2 Winner Determination 32

MIN 𝑘-SAT: A minimization ver-
sion of SAT, where we are given
a set of 𝑚 clauses in 𝑘-CNF and
we search for a boolean assign-
ment so as to minimize the total
number of satisfied clauses.

5: The differential approxima-
tion result of [BL16] was based
on the use of MAX SAT. But as
stated earlier, this does not imply
any non-trivial multiplicative ap-
proximation for CMS.

To obtain a positive result, we first make use of known approximation algorithms
for MIN 𝑘-SAT. Interestingly, minimization versions of SAT have rarely been ap-
plied in the context of Computational Social Choice, see e.g., [LMX18]. In fact
it has hardly ever been used as a tool for obtaining approximation algorithms for
other problems (we are only aware of an application for certain string compari-
son problems [GKZ05]). The use of MAX SAT is much more common, but for the
case of CMS, and for multiplicative approximation guarantees, it does not seem
convenient to exploit algorithms for maximisation problems. In a nutshell, if we
use an approximation algorithm for MAX SAT, the conversion from the solution of
a maximization problem to that of a minimization one that we have here, does
not preserve a good approximation ratio for our objective function.5 The main
positive result of this section follows.

Theorem 2.10 Let F be the family of 1-approval CMS instances, with binary
domains and with Δ𝑖 ≤ 1 for every voter 𝑖. Then any 𝛼-approximation algo-
rithm for MIN 2-SAT yields an 𝛼-approximation algorithm for the family F . In
particular, we can have a polynomial time 1.1037-approximation for any CMS
instance in F .

Proof. We present a reduction to MIN 2-SAT that preserves the approximation
factor in the case where the given CMS instance is 1-approval. We first present
a general reduction for any instance with Δ𝑖 ≤ 1 for every voter 𝑖, which
could be of broader interest. Later on, we will see how we can exploit this
construction for 1-approval instances.
Consider an arbitrary instance 𝑃 of 𝑛 voters, with Δ𝑖 ≤ 1 for every voter 𝑖,
and let 𝐼 = {𝐼1, … , 𝐼𝑚} be the set of issues. We first create a logical formula
𝐶𝑖𝑗, for every voter 𝑖 ∈ 𝑉 , and every issue 𝐼𝑗 ∈ 𝐼 , which indicates the cases
where voter 𝑖 is not satisfied with the outcome on 𝐼𝑗. For every issue 𝐼𝑗, recall
that 𝐷𝑗 = {𝑑𝑗, 𝑑𝑗} is its domain, and 𝑥𝑗 will be the corresponding boolean
variable in the construction of 𝐶𝑖𝑗.

For this we consider two cases. The first and easier is when for a voter 𝑖, and
issue 𝐼𝑗, 𝑁 −

𝑖 (𝐼𝑗) = ∅. All possible forms of 𝐵𝑗
𝑖 are depicted in the first row

of Table 2.1, whereas the corresponding formula is shown in the second.

𝐵𝑗
𝑖 ∅ {𝑑𝑗} {𝑑𝑗} {𝑑𝑗, 𝑑𝑗}

𝐶𝑖𝑗 𝑥𝑗 ∨ 𝑥𝑗 𝑥𝑗 𝑥𝑗 ∅
Table 2.1: The formula when is-
sue 𝐼𝑗 has no predecessor in 𝐺𝑖.

On the other hand, if 𝐼𝑗 has an in-neighbor (it can have only one by assump-
tion), say 𝐼𝑘 ∈ 𝐼 , we set 𝐶𝑖𝑗 equal to the disjunction of all combinations of
outcomes on issues 𝐼𝑗 and 𝐼𝑘 that dissatisfy voter 𝑖 with respect to 𝐼𝑗.

To illustrate this construction, we describe an example with 4 voters, 2 issues
𝐼 = {𝐼𝑘, 𝐼𝑗} and for every voter 𝑖, 𝐺𝑖 = {𝐼, {𝐼𝑘, 𝐼𝑗}}. The preferences for
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issue 𝐼𝑗 are shown in the table below. Namely, for 𝑖 = 1, 2, 3, 4, the first cell
in the 𝑖-th row depicts 𝐵𝑗

𝑖 from which 𝐶𝑖𝑗 can be obtained as the disjunction
of the ticked expressions in the remaining of the 𝑖-th row.

𝐵𝑗
𝑖

(𝑥𝑘 ∧ 𝑥𝑗) (𝑥𝑘 ∧ 𝑥𝑗) (𝑥𝑘 ∧ 𝑥𝑗) (𝑥𝑘 ∧ 𝑥𝑗)

∅ ✓ ✓ ✓ ✓
{𝑑𝑘 ∶ 𝑑𝑗} ✓ ✓ ✓
{𝑑𝑘 ∶ 𝑑𝑗},
{𝑑𝑘 ∶ 𝑑𝑗}

✓ ✓

{𝑑𝑘 ∶ 𝑑𝑗},
{𝑑𝑘 ∶ 𝑑𝑗},{𝑑𝑘 ∶ 𝑑𝑗}

✓

Claim 2.11 For an outcome (𝑠1, … , 𝑠𝑚) of the issues and the correspond-
ing assignment to the boolean variables 𝑥1, … , 𝑥𝑚, voter 𝑖 is dissatisfied
with 𝐼𝑗 if and only if the formula 𝐶𝑖𝑗 is true.

The constructed formula 𝐶𝑖𝑗 is in DNF. To continue, we will need to make a
conversion to CNF, which is easy to do given its small size as per the follow-
ing lemma.

Lemma 2.12 The formula 𝐶𝑖𝑗 for each voter 𝑖 ∈ 𝑉 , and each issue 𝐼𝑗 ∈
𝐼 , can be written in CNF with at most 2 clauses, and where each clause
contains at most 2 literals.

Proof of Lemma 2.12. Fix a voter 𝑖 and an issue 𝐼𝑗. For the cases where issue
𝐼𝑗 has no in-neighbor in 𝐺𝑖, the lemma obviously holds, as can be verified
in Table 2.1. For all other cases, 𝐼𝑗 has a unique in-neighbor, say issue 𝐼𝑘,
since we are dealing with instances where the in-degree is at most one. We
now need to examine the form of 𝐶𝑖𝑗 for the cases that arise.

Case A. If voter 𝑖 is satisfied only with 1 out of the 4 possible outcomes
regarding 𝐼𝑗 and 𝐼𝑘, then 𝐶𝑖𝑗 is a disjunction of 3 conjunctions. Let us
assume that𝐶𝑖𝑗 is in the form: (𝑥𝑗 ∧𝑥𝑘)∨(𝑥𝑗 ∧𝑥𝑘)∨(𝑥𝑗 ∧𝑥𝑘). All other
cases are handled in exactly the same way. The following equivalences
can bring 𝐶𝑖𝑗 to the desirable form.

(𝑥𝑗 ∧ 𝑥𝑘) ∨ (𝑥𝑗 ∧ 𝑥𝑘) ∨ (𝑥𝑗 ∧ 𝑥𝑘) ≡ 𝑥𝑘 ∨ (𝑥𝑗 ∧ 𝑥𝑘) ≡
(𝑥𝑘 ∨ 𝑥𝑗) ∧ (𝑥𝑘 ∨ 𝑥𝑘) ≡ 𝑥𝑘 ∨ 𝑥𝑗

Case B. If voter 𝑖 is satisfied with 2 out of the 4 possible outcomes, then
𝐶𝑖𝑗 is a disjunction of 2 conjunctions. Without loss of generality, we can
assume we have one of the following cases (all remaining cases can also
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be brought to one of these formats). As verified below, by the right hand
side of each term, all cases can be brought into the desirable form.

(1.) (𝑥𝑗 ∧ 𝑥𝑘) ∨ (𝑥𝑗 ∧ 𝑥𝑘) ≡ (𝑥𝑗 ∨ 𝑥𝑘) ∧ (𝑥𝑗 ∨ 𝑥𝑘)
(2.) (𝑥𝑗 ∧ 𝑥𝑘) ∨ (𝑥𝑗 ∧ 𝑥𝑘) ≡ (𝑥𝑗 ∨ 𝑥𝑘) ∧ (𝑥𝑗 ∨ 𝑥𝑘)

Case C. If voter 𝑖 is satisfied with 3 out of the 4 possible outcomes regarding
𝐼𝑗 and 𝐼𝑘, we take the conjunction expressing the outcome that causes
dissatisfaction. E.g., 𝐶𝑖𝑗 = 𝑥𝑘 ∧ 𝑥𝑗, when 𝑖 is satisfied with everything
apart from {𝑑𝑘 ∶ 𝑑𝑗}. Thus, 𝐶𝑖𝑗 has 2 clauses with 1 literal each.6 6: Typically, according to the

definition of the conditional ap-
proval framework, a voter could
also be satisfied with all 4 possi-
ble outcomes of 𝐼𝑗 and 𝐼𝑘 or dis-
agree with all possible outcomes.
However, one can consider such
ballots as simple unconditional
ballots, as no real dependence be-
tween the issues exists.

Therefore, all formulas can be written in CNF with at most 2 clauses and
where each clause contains at most 2 literals. ⊠

Using Lemma 2.12 to convert each 𝐶𝑖𝑗 to CNF, we can now create a MIN
2-SAT instance 𝑃 ′ by the multiset7

7: Some clauses may happen to
appearmore than once in the final
formula but there is no harm in
keeping such duplicates.

of all clauses appearing in the 𝐶𝑖𝑗’s, i.e.,
appearing in the formula

𝐶 = ⋀
𝑖∈𝑉 ,𝐼𝑗∈𝐼

𝐶𝑖𝑗. (2.1)

We now try to exploit how the analysis so far can help us for 1-approval
instances. We will first need to compare the optimal solution of the CMS
instance with the optimal solution of the corresponding MIN 2-SAT instance.

Lemma 2.13 Let 𝑃 be a CMS instance and 𝑃 ′ be its corresponding MIN 2-
SAT instance produced as discussed in the proof of Theorem 2.10. Let also
opt(𝑃 ) and opt(𝑃 ′) be the values of the optimal solutions of the instances.
If 𝑃 is 1-approval, then it holds that opt(𝑃 ′) = opt(𝑃 ).

Proof of Lemma 2.13. Consider an optimal solution of the CMS instance 𝑃 .
Every voter contributes to the cost of this solution precisely the number of
issues with which she is dissatisfied. Consider now the corresponding MIN
2-SAT instance 𝑃 ′, formed by the clauses of the constructed formula 𝐶 from
Equation (2.1). Let us look at the truth assignment to the variables of 𝐶, as
dictated by the values of the issues in the optimal solution of 𝑃 . We will
provide an upper bound on the number of satisfied clauses of 𝐶.

Under the truth assignment, it holds that for every voter 𝑖 and for every issue
𝐼𝑗 for which 𝑖 is dissatisfied with respect to 𝐼𝑗, the formula 𝐶𝑖𝑗 is true. By
Lemma 2.12, any 𝐶𝑖𝑗 has at most two clauses which could be satisfied when
𝐶𝑖𝑗 is true. But in the case when 𝑃 is 1-approval, then any fixed voter 𝑖 either
votes unconditionally on 𝐼𝑗 or her ballot belongs to Case A from the proof
of Lemma 2.12. In both cases, 𝐶𝑖𝑗 is formed by a single clause. Hence, by
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The proof of Theorem 2.10 also
reveals why we cannot extend
it to have a constant approxima-
tion for other than 1-approval
instances. In particular, for in-
stances that involve the Cases B
and C, described in the proof of
Lemma 2.12, we cannot guaran-
tee that Lemma 2.13 will hold
(all we need is that opt(𝑃 ′) ≤
opt(𝑃), but this could be far
from true).

looking at all the clauses of 𝐶 that come from combinations (𝑖, 𝑗), for which
voter 𝑖 is dissatisfied with respect to issue 𝐼𝑗, we get a number of satisfied
clauses equal to opt(𝑃 ). Let us focus now on pairs (𝑖, 𝑗), for which voter 𝑖
is satisfied with respect to 𝐼𝑗. Then, the corresponding formula 𝐶𝑖𝑗 is false.
If the ballot of voter 𝑖 with respect to 𝐼𝑗 is unconditional or if her ballot cor-
responds to Case A of Lemma 2.12, then 𝐶𝑖𝑗 does not have any true clauses.
Therefore, for 1-approval instances, opt(𝑃 ′), which is the total number of
satisfied clauses of 𝐶 under the selected assignment, equals opt(𝑃 ). ⊠

Our construction gives rise to the following algorithm for CMS, under the
discussed assumptions:

Algorithm 1: ▷Input: 1-approval profile P
1: Create 𝑃 ′ from 𝑃 using Lemma 2.12 and Equation (2.1).
2: Run an 𝛼-approximation of MIN 2-SAT on 𝑃 ′.
3: Set the value of 𝐼𝑗 in 𝑃 to the value of 𝑥𝑗 in 𝑃 ′.

To conclude the proof of Theorem 2.10, let sol(𝑃 ′) be the cost of the solution
to 𝑃 ′ produced in step 2 of Algorithm 1, which equals the number of satisfied
clauses in 𝐶 by the truth assignment of the 𝛼-approximation algorithm. This
corresponds to a solution for CMS and let sol(𝑃 ) be its total cost. We note
that the total number of distinct pairs (𝑖, 𝑗) for which voter 𝑖 is dissatisfied by
issue 𝐼𝑗 can be no more than the number of the satisfied clauses of 𝐶, since
each 𝐶𝑖𝑗 corresponds to a pair of a voter and an issue. Hence, together with
Lemma 2.13, we have the following implications:

sol(𝑃 ) ≤ sol(𝑃 ′) ≤ 𝛼 ⋅ opt(𝑃 ′) = 𝛼 ⋅ opt(𝑃 )

Thus, every 𝛼-approximation algorithm for MIN 2-SAT yields an 𝛼- approxima-
tion for CMS, as long as 𝑃 is 1-approval. To obtain the claimed approximation
ratio, we use the algorithm for MIN 2-SAT from [AZ05] [AZ05] Avidor and Zwick (2005):

Approximating MIN 2-SAT and MIN 3-
SAT.

, which achieves an
approximation factor of 1.1037. □

Although we have not been able to obtain a constant factor approximation for
any other instance of CMS, the proof of Theorem 2.10 motivates the study of
two more special cases of interest, for which we can obtain a positive result via
different procedures. The central idea is that the general construction presented
in Lemma 2.12 identifies 2 more cases, other than 1-approval, that may occur
regarding the satisfaction of a voter with respect to. an issue. These are pre-
cisely the Cases B and C in the proof of Lemma 2.12. To define these two cases
more formally, once again, we consider instances with binary domains, and with
Δ𝑖 ≤ 1 for every voter 𝑖. We will provide positive results for the families of in-
stances that will be called OR-instances and XOR-instances. The former family
could be seen as a generalized variant of antiplurality instances (a.k.a. veto, see
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e.g. [BCE+16] for more details); it contains instances in which every voter who
casts a ballot for an issue 𝐼𝑗 that is conditioned on the outcome of an issue 𝐼𝑘,
approves exactly three out of the four possible combinations for these issues, or
equivalently, is dissatisfied only with a single combination (the reason behind
the name of this family will become clear when inspecting the proof of the ap-
proximate result that follows). The latter, includes instances in which for every
issue 𝐼𝑗 that is dependent on an issue 𝐼𝑘 according to the preferences of a voter
𝑖, we assume that these issues are of a complementary nature, i.e., that voter 𝑖
either wants 𝐼𝑗 to be set to the same value as 𝐼𝑘 or to the opposite (but not both).
In other words, the satisfaction of the voter depends on the XOR value between
𝐼𝑗 and 𝐼𝑘. In both families, we impose no restrictions for the issues that have no
dependence on other issues.

Definition 2.7 We say that a CMS instance where the issues are binary and the
dependency graph of every voter 𝑖 satisfiesΔ𝑖 ≤ 1 is an OR-instance if every
voter who casts a ballot on an issue 𝐼𝑗 that is conditioned on the outcome of an
issue 𝐼𝑘 is approving all but one combinations {𝑥𝑘 ∶ 𝑥𝑗}, where 𝑥ℓ ∈ {𝑑ℓ, 𝑑ℓ},
for ℓ ∈ {𝑘, 𝑗}.

Definition 2.8 We say that a CMS instance where the issues are binary and the
dependency graph of every voter 𝑖 satisfiesΔ𝑖 ≤ 1 is a XOR-instance if every
voter who casts a ballot on an issue 𝐼𝑗 that is conditioned on the outcome of
an issue 𝐼𝑘, is voting either for {𝑑𝑘 ∶ 𝑑𝑗, 𝑑𝑘 ∶ 𝑑𝑗} or for {𝑑𝑘 ∶ 𝑑𝑗, 𝑑𝑘 ∶ 𝑑𝑗}.

In contrast to the proof of Theorem 2.10, we are now going to reduce to and
use algorithms for the MIN-2-CNF-DELETION problem for OR-instances and the
MIN-UNCUT problem for XOR-instances. Likewise in [ACM+05], we are go-
ing to define these problems in a unified and convenient to us formulation, and
we will consider them as special cases of the CONSTRAINT SATISFACTION PROB-
LEM (CSP) which also appeared in Section 2.2. Say that we are given a set of
boolean variables 𝑏1, … , 𝑏𝑛 and a set of constraints 𝐶 and the goal is to find an
assignment that minimizes the number of unsatisfied constraints. The MIN-2-CNF-
DELETION problem is the special case of CONSTRAINT SATISFACTION PROBLEM in
which each constraint can be written in a 2-CNF form. More precisely wewill fo-
cus on instances in which each constraint corresponds to a single clause in 2-CNF
form, which has been called 2-CNF CLAUSE-DELETION problem in the literature
[KPR+97]. The MIN-UNCUT problem is the special case of CONSTRAINT SATISFAC-
TION PROBLEM in which each constraint is of the form 𝑏𝑖 ⊕ 𝑏𝑗 = 0 or 𝑏𝑖 ⊕ 𝑏𝑗 = 1
and has also been called 2-CNF≡ DELETION in the literature [GVY96].

Theorem 2.14 Let F be the family of CMS instances where the issues are bi-
nary and the dependency graph of every voter 𝑖 satisfiesΔ𝑖 ≤ 1. IfF only con-
tains XOR-instances (resp. OR-instances), then any 𝛼-approximation algo-
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rithm for MIN-UNCUT (resp. 2-CNF CLAUSE-DELETION) yields an 𝛼-approxima-
tion algorithm for the family F . In particular, we can have a polynomial time
log𝑚-approximation for the class of XOR-instances and a polynomial time
log𝑚 log log𝑚-approximation for the class of OR-instances.

Proof. We start by proving the statement for XOR-instances. The result fol-
lows from an approximation preserving reduction of an instance 𝑃 ∈ F to
an instance 𝑃 ′ of MIN-UNCUT. This reduction is similar to the one presented
in the proof of Theorem 2.10 but, in this case, the satisfaction of a voter with
respect to an issue should correspond to a satisfied constraint. Consider a
voter 𝑖 of 𝑃 that has an unconditional ballot with respect to an issue 𝐼𝑗, say
in favor of the alternative 𝑥𝑗 ∈ 𝐷𝑗 (resp. 𝑥𝑗 ∈ 𝐷𝑗), then, her preference can
be simply expressed as 𝑥𝑗 ⊕ 0 = 1 (resp. 𝑥𝑗 ⊕ 1 = 1). On the other hand,
if the voter’s ballot on 𝐼𝑗 is conditioned on the outcome of 𝐼𝑘, due to the fact
that 𝑃 is a XOR-instance, her preferences can be expressed as 𝑥𝑗 ⊕ 𝑥𝑘 = 0
or 𝑥𝑗 ⊕ 𝑥𝑘 = 1. We have now created an instance 𝑃 ′ of MIN-UNCUT, and,
in analogy to the proof of Theorem 2.10, one can show that the costs of the
optimal solutions of the two instances coincide. Similarly, it also holds that
sol(𝑃 ) = sol(𝑃 ′), where sol(𝑃 ′) corresponds to the cost of the solution of
an 𝛼-approximation algorithm for MIN-UNCUT, whereas sol(𝑃 ) corresponds
to the cost of the solution of the algorithm that transforms any XOR-instance
𝑃 of CMS to an instance 𝑃 ′ of MIN-UNCUT, as previously described, and then
uses an 𝛼-approximation algorithm for MIN-UNCUT on 𝑃 ′. Utilizing the log𝑛
approximation from [GVY96] (Section 8 therein) for MIN-UNCUT, where 𝑛 is
the number of variables in the instance, we obtain a log𝑚 approximation for
CMS, under the discussed assumptions.

When it comes to OR-instances, it suffices to observe that a voter casting a
conditional ballot in such an instance could express his preferences with a log-
ical formula of the following form: (𝑥𝑗 ∧𝑥𝑘)∨(𝑥𝑗 ∧𝑥𝑘)∨(𝑥𝑗 ∧𝑥𝑘), for some
𝑥𝑗 ∈ {𝑑𝑗, 𝑑𝑗} and 𝑥𝑘 ∈ {𝑑𝑘, 𝑑𝑘}. But such an expression can be equivalently
written as 𝑥𝑘 ∨ (𝑥𝑗 ∧ 𝑥𝑘) which, in turn, is equivalent to 𝑥𝑘 ∨ 𝑥𝑗. This can be
seen as a constraint that is formed by a single clause in 2-CNF. The rest of the
arguments are identical to the case of XOR-instances and the approximation
factor follows from [KPR+97] (Section 3.3 therein), where a log 𝑘 log log 𝑘
approximation algorithm is presented for 2-CNF CLAUSE-DELETION, for 𝑘 be-
ing the number of variables in the formula. We note that slightly better ap-

proximation factors are possi-
ble for CMS, under both assump-
tions, leveraging results from
[ACM+05]. However, this comes
with the caveat of introducing
randomization techniques, a de-
batable aspect in the context of
Social Choice settings.

□

Concluding this section, we highlight the attainment of a bounded approximation
guarantee for every conceivable scenario, for the cases where all voters that are
casting conditional ballots approve either one, two, or three combinations of
values. Therefore, we have achieved positive results across the spectrum, albeit
exclusively under the assumption that voters are required to approve the same
number of combinations per conditional issue.
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2.4 Concluding Discussion and Future Directions

Our work is centered around the CMS rule, a relatively new and highly natural
voting rule for expressing preferential dependencies with approval-based con-
ditional ballots in elections over multiple interdependent issues. We focused
on computational aspects of CMS elections, from the perspective of the winner
determination problem using exact (polynomial and parameterized) and approxi-
mate algorithms. We conclude that CMS provides a satisfactory tradeoff between
expressiveness and efficiency under certain assumptions. It is conceivable that
approximation guarantees can be obtained for instances with higher expressive-
ness (i.e., higher in-degrees) than those considered in Section 2.3. Additionally,
one can also consider other objective functions, such as the Conditional Mini-
max rule, defined also in [BL16], for which, algorithmic results remain elusive.
In principle, one can take any other voting rule defined for approval ballots and
explore potential generalizations in the setting with conditional approval ballots,
as done for instance in [BMP+23] (refer to Chapter 4 for more details) with
Proportional Approval Voting rule (PAV) and Method of Equal Shares (MES).
Finally, as highly critical areas of future work, we emphasize the importance
of obtaining real or synthetic data on elections over interdependent issues (cur-
rently nonexistent in public preference data libraries such as [MW13]) and of
generating simulations that could complement our theoretical findings.

http://www.preflib.org
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Continuing the exploration of CMS rule, we now take a step towards examining
potential threats, that could arise due to malicious behaviour within elections
over interdependent issues. These explorations can, in principle, contribute to
enhancing the fairness and transparency of elections, ensuring the overall in-
tegrity of the procedure, and paving the way for the development of algorithms
aimed at detecting and preventing malicious attempts. In the realm of strate-
gic considerations, the primary focal points within the Computational Social
Choice literature revolve around questions of strategyproofness and election con-
trol. Strategyproofness is the axiom that is met when no voter can increase her
satisfaction with respect to the rule’s outcome by misreporting her true prefer-
ences; in contrast to the unconditional case, CMS is known to be manipulable
[BL16]. In our work, we focus on elections’ control and we study a spectrum of
scenarios where the election conductor seeks to control the election outcome, so
as to align with their own preferences, through various strategic actions. While,
in many instances, a controller may be able to influence the input of the elec-
tion so as to successfully enforce her will, we examine, from a computational
complexity perspective, the question of whether the conductor can always and in
polynomial time exert control over the outcome. To be more precise, we narrow
our focus to worst-case scenarios, examining the existence of instances where
the conductor encounters inherent computational challenges in achieving their
desired outcomes. Similar questions form a very prominent research agenda
within Computational Social Choice as it pertains to understanding the suscepti-
bility of election systems.

Our findings that will be outlined below coupled with those from Chapter 2 indi-
cate that CMS stands as a strong candidate for real-life applications as it strikes a
favorable balance between voters’ expressiveness and computational efficiency,
all while exhibiting sufficient robustness against certain malicious efforts.

Contribution.

We continue the study of the Conditional Minisum voting rule, a.k.a. CMS,
from the viewpoint of algorithms and complexity, this time with the ob-
jective of identifying whether the rule is immune to, or, at least, com-
putationally resistant against malicious control by strategic actions. We
initiate the algorithmic study of some standard notions of election con-
trol for CMS. The problems we examine concern the attempt by an ex-
ternal agent to enforce the election of certain alternative(s) in either one
or every issue under consideration, by adding or deleting either voters
(see Section 3.1) or alternatives (see Section 3.2). We consider a total
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of 8 variants of this question, depending on the number of issues to be
controlled and on whether we have addition or deletion of voters/alter-
natives. We provide a set of computational complexity results that give
a complete picture with respect to the crucial parameters of the input in
every one of the considered problems. Our findings reveal that CMS is
sufficiently computationally resistant, against such moves.

In this chapter, we consider strategic aspects of CMS under the framework pre-
sented in Section 2.1 and study questions related to controlling an election of
interdependent issues, which falls under the broad and well studied umbrella of
influencing election outcomes. The versions of election control we consider lies
within the standard approaches that have been used for studying the complexity
of affecting election outcomes. For an extensive study on this topic, we refer to
[FR16]. Indicatively, the study of such problems with adding or deleting voters
or alternatives began with [BTT92] and some subsequent works are [FHH11;
GRS+22; HHR07; LFZ+09; MPR+08; Yan19].

Suppose that there is an external agent (called controller) who has a strong pref-
erence for a specific value of some (or every) issue in a CMS election. One of the
instruments for enforcing a desirable value for the issue(s) the controller cares
about, is by enabling new voters to participate or by disabling some existing
voters, which can be done for example by changing the criteria for eligibility of
voters. Furthermore, a controller could add more choices for the issues under
consideration or delete existing ones, towards enforcing her will. We refer to
[CFN+17] for related examples and further motivation. Finally, it is reasonable
to assume that the controller does not have unlimited power, and therefore, she is
capable of adding or deleting only a certain number of voters or alternatives.

Each combination of control features (i.e., addition vs deletion, voters vs alter-
natives, single issue vs multiple issues) gives rise to a different control type,
namely control either all or a single issue by deleting voters (CDV), by adding
voters (CAV), by deleting alternatives (CDA), or by adding alternatives (CAA). In
this manner, we obtain 8 distinct algorithmic problems. Following the termi-
nology of [HHR07], we say that a voting rule is vulnerable to a certain control
type, if the corresponding problem is always solvable in polynomial time. If the
problem is C-hard for a complexity class C, we consider the rule to be resistant
to the specific control type (typically C is the class NP). In the cases where it
is not possible for a controller to affect the election towards fulfilling her will,
independent of complexity theory assumptions, we say that the rule is immune to
the corresponding control type. The formal definitions of the control problems
appear in the following subsections and are adaptations to CMS elections, of the
original definitions of control problems provided in [BTT92]. An overview of
the results we obtained appear in Table 3.1.
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It’s crucial to bear in mind that
the notion of resistance is rooted
in the realm of worst-case in-
stances, supported by our NP-
hardness results. These results in-
deed pose a barrier for controllers
seeking to manipulate the out-
comes, but this may not be true
for every instance of the prob-
lem. In real-world scenarios, the
susceptibility of CMS to such at-
tempts may exhibit different be-
haviour.

Remark 3.1 One has the op-
tion of either breaking ties in
favor of the controller, if there
are multiple optimal solutions
in CMS (as in [DKN+11]), or
demand that the controller’s
will is fulfilled in every opti-
mal outcome. We focus on the
second case, as is also done in
the seminal paper of Bartholdi
et al. [BTT92]. Additionally, it
is possible that the controller
has a strong opinion not just
for a single or all issues, but for
a subset of issues. As a starting
point, we have chosen to con-
sider the two extremes (and in-
tuitively simpler versions).

Table 3.1: Results on Controlling CMS elections. R stands for (worst-case) Resistant (i.e. NP-hard), V for Vulnerable (i.e. polynomially
solvable) and I for Immune (i.e. impossible, independent of complexity theory assumptions). For a CMS instance on𝑛 voters, we denote
as Δ the maximum in-degree of every voter’s dependency graph (Δ = max𝑖∈[𝑛] Δ𝑖) and 𝑑 the maximum domain size.

CDV & CAV CDA CAA
Δ = 0 Δ = 0 Δ = 1 Δ = 0 Δ = 1 Δ = 1 Δ = 0 Δ = 1 Δ = 2

𝑑 = 𝑂(1) 𝑑 = 𝜔(1) 𝑑 = 𝑂(1) 𝑑 = Ω(1) 𝑑 = 𝑂(1) 𝑑 = Ω(𝑛) 𝑑 = Ω(1) 𝑑 = Ω(𝑛) 𝑑 = 𝑂(1)
ALL R R R V R R I I I
1 V R R V V R I R R

3.1 Controlling Voters

We start with the problems of adding or deleting voters for enforcing a specific
outcome either for a single issue or for every issue of the election.

Instance: A CMS election (𝐼, 𝐷, 𝑉 , 𝐵), where 𝑉 is the set of registered
voters, a set 𝑉 ′ of yet unregistered voters with 𝑉 ∩ 𝑉 ′ = ∅ (for use only
by CAV), an integer quota 𝑞, a distinguished alternative 𝑝𝑗 ∈ 𝐷𝑗 for a
specific issue 𝐼𝑗 or an outcome 𝑝 ∈ 𝐷 (for the “ALL” versions) specifying
an alternative for every issue.

Problem CAV-1 (resp. CDV-1): Does there exist a set 𝑉 ″ ⊆ 𝑉 ′ (resp.
𝑉 ″ ⊆ 𝑉 ), with |𝑉 ″| ≤ 𝑞, such that 𝑝𝑗 is the value of issue 𝐼𝑗 in every
optimal CMS solution of the profile (𝐼, 𝐷, 𝑉 ∪𝑉 ″, 𝐵) (resp. of the profile
(𝐼, 𝐷, 𝑉 ∖ 𝑉 ″, 𝐵))?
Problem CAV-ALL (resp. CDV-ALL): Does there exist a set 𝑉 ″ ⊆ 𝑉 ′, (resp.
𝑉 ″ ⊆ 𝑉 ) with |𝑉 ″| ≤ 𝑞, such that 𝑝 is the unique optimal CMS solution
of the profile (𝐼, 𝐷, 𝑉 ∖ 𝑉 ″, 𝐵) (resp. of the profile (𝐼, 𝐷, 𝑉 ∖ 𝑉 ″, 𝐵))?

We now present our results for these 4 problems, exhibiting that it is not generally
easy for a controller to enforce her will in such elections. In fact, computational
hardness of controlling by adding or deleting voters can be established even for
very simple forms of elections, without even the presence of conditional ballots,
as shown in the two theorems that follow.

Theorem 3.1 CDV-ALL is NP-hard even for Unconditional Minisum and for a
binary domain in each issue.

Proof. To prove the NP-hardness, we will have a reduction from the VERTEX
COVER problem. Thus we start with an instance (𝐺 = (𝑉 , 𝐸), 𝑘), which
asks if there is a vertex cover of size at most 𝑘, and create an instance 𝑃 of
CDV-ALL. For every edge 𝑒 ∈ 𝐸, we add an issue 𝐼𝑒 having two possible
alternatives, and denote its domain by 𝐷𝑒 = {𝑑𝑒, 𝑑𝑒}. For every vertex
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𝑣 ∈ 𝑉 , we add a voter voting unconditionally for 𝑑𝑒, if 𝑒 is incident to 𝑣
and being satisfied with both {𝑑𝑒, 𝑑𝑒} otherwise. Let there also be 2 dummy
voters who are satisfied only with 𝑑𝑒 for every issue 𝐼𝑒. Hence, all the ballots
are unconditional, and we have an empty global dependency graph. For the
quota parameter, we use 𝑞 = 𝑘, and suppose that the controller wants to
enforce the alternative 𝑑𝑒 for every issue 𝐼𝑒. This completes the description
of the CDV-ALL instance, where the goal is to decide if there exists a set 𝑉 ″

of size at most 𝑞, such that deleting those voters enforces the controller’s
desirable outcome.

Suppose that there exists a vertex cover 𝑆 ⊆ 𝑉 of 𝐺, of size at most 𝑘.
Since each edge of 𝐺 has at least one endpoint in 𝑆, by removing all voters
that correspond to 𝑆, each alternative 𝑑𝑒 loses at least one approval vote.
Hence, 𝑑𝑒 would cause two dissatisfactions to the dummy voters (the others
are indifferent), whereas 𝑑𝑒 causes at most one dissatisfaction. Therefore,
selecting the alternative 𝑑𝑒 for every issue 𝐼𝑒 is the unique optimal solution,

For the reverse direction, suppose there exists a set of voters 𝑆, whose re-
moval causes the outcome (𝑑𝑒)𝑒∈𝐸 to become the unique optimal solution.
First, we may assume that 𝑆 does not contain any of the dummy voters (oth-
erwise, add them back to the instance, and the total dissatisfaction score will
not be affected).

Suppose now that 𝑆 is not a vertex cover in 𝐺, and that at least one edge 𝑒
is not covered by 𝑆. But this means that the removal of 𝑆 from the CDV-ALL
instance will leave intact the two voters that are satisfied only with 𝑑𝑒, and
therefore 𝑑𝑒 can also be selected in an optimal solution (since it causes the
same number of dissatisfactions as 𝑑𝑒). Therefore, we have a contradiction
to the fact that the removal of 𝑆 resulted in the unique optimal solution with
𝑑𝑒 selected for every issue 𝐼𝑒. □

Theorem 3.2 CAV-ALL is NP-hard even for Unconditional Minisum and for a
binary domain in each issue.

Proof. The proof is a simple adaptation of a reduction given for almost the
same problem but in the context of the classic (unconditional) approval vot-
ing rule in [HHR07] [HHR07] Hemaspaandra et al.

(2007): Anyone but Him: The
Complexity of Precluding an
Alternative.

. We stress that we cannot directly establish NP-hardness
by applying the result of that work because when there are no conditional
ballots, the version of approval voting as defined there selects as winner(s)
the candidates who have the highest number of approvals, whereas Uncondi-
tional Minisum selects only candidates who are approved by at least 50% of
the voters. In the instances used in the reductions of [HHR07] (see Theorem
4.43 therein), there are losing candidates who are approved bymore than 50%
of the voters, hence their proofs do not apply directly.
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We start with an instance 𝑃 of EXACT-3-COVER (X3C) and In EXACT-3-COVER (X3C),
we are given a universe
𝐵 = {𝑏1, … , 𝑏𝑚} with
𝑚 = 3𝑘, and a collection of
sets F = {𝑆1, … , 𝑆𝑛} with
|𝑆𝑖| = 3, for every set 𝑆𝑖 and
the goal is to decide if there is an
exact cover, i.e. a subcollection
of sets from F such that each
element of the universe belongs
to exactly one of these sets.

we define a CMS
election where the set of issues is 𝐼 = 𝐵 ∪ {𝐼𝑚+1} and each issue has a
binary domain, with 𝐷𝑗 = {𝑏𝑗, 𝑏𝑗} for 𝑗 ∈ [𝑚], and 𝐷𝑚+1 = {𝑤, 𝑤}. The
set of voters is as follows:

Û There are 𝑘−2 registered voters who are satisfied with 𝑏𝑗 for 𝑗 ∈ [𝑚], and
with 𝑤. They are dissatisfied with the complements of these alternatives.

Û There is one registered voter who is satisfied only with 𝑏𝑗 for 𝑗 ∈ [𝑚] and
with 𝑤.

Û There are 𝑛 unregistered voters corresponding to the sets of X3C instance.
The voter corresponding to 𝑆𝑖 is satisfied only with the 3 alternatives of
𝑆𝑖, and with 𝑤.

To finish the description, we set the quota parameter 𝑞 equal to 𝑘 and the
desirable outcome of the controller to be (𝑏1, … , 𝑏𝑚, 𝑤). Hence, the goal in
the CAV-ALL instance is to decide if there exists a set of unregistered voters
𝑉 ″ with |𝑉 ″| ≤ 𝑘 such that adding 𝑉 ″ to the registered voters makes the
desirable outcome the unique optimal solution.

Suppose now that there exists an exact cover in 𝑃 . Since 𝑚 = 3𝑘, the cover
consists of exactly 𝑘 sets. Select as 𝑉 ″ the 𝑘 unregistered voters correspond-
ing to the cover. We now have a total of 2𝑘 − 1 voters in the election. For
the first 𝑚 issues, the alternative 𝑏𝑗 satisfies exactly 𝑘 − 1 voters and dissat-
isfies 𝑘 voters, hence the optimal solution selects 𝑏𝑗 for 𝑗 ∈ [𝑚]. For the last
issue, the value 𝑤 satisfies 𝑘 voters and dissatisfies the remaining 𝑘 − 1 vot-
ers. Hence, the unique optimal solution when adding the set 𝑉 ″ is precisely
(𝑏1, … , 𝑏𝑚, 𝑤).
For the opposite direction, suppose that there is a set 𝑉 ″ of unregistered vot-
ers, with |𝑉 ″| ≤ 𝑘, such that when adding them to the registered voters, the
unique optimal solution is the controller’s desirable outcome. First notice
that this implies that |𝑉 ″| = 𝑘, otherwise there is not enough support for 𝑤
to be selected. The only other possibility would be to have |𝑉 ″| = 𝑘 − 1,
but then we have a tie, and there would be more optimal solutions with 𝑤 in-
stead of 𝑤. Since for the other issues, each 𝑏𝑗 already has a support by 𝑘 − 2
registered voters, then none of them received a support by two or more of the
added voters. But these voters express a support for a total of 3𝑘 = 𝑚 such
alternatives, therefore, each 𝑏𝑗 for 𝑗 ∈ [𝑚], receives support by exactly one
of the added voters. □

The next step is to see whether the hardness results of Theorems 3.1 and 3.2
go through when the controller wishes to control just a single issue. For Un-
conditional Minisum this is not the case if we insist on a constant domain size
for the designated issue. The reason is that this can be reduced to an FPT ver-
sion of the well known SET MULTICOVER problem. The following is implied by
[BFN+20]

[BFN+20] Bredereck et al. (2020):
Mixed Integer Programming with
Convex/Concave Constraints: Fixed-
Parameter Tractability and Applica-
tions to Multicovering and Voting..
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Proposition 3.3 CAV-1 and CDV-1 can be solved in polynomial time for Uncon-
ditional Minisum if the domain size of each issue is constant.

As a consequence, any potential hardness result for CAV-1 and CDV-1 would have
to consider either non-constant domain sizes or conditional ballots. Indeed, we
establish that either of these settings suffices to establish NP-hardness. We start
with elections where at least one issue has a non-constant domain size.

Theorem 3.4 CAV-1 and CDV-1 are NP-hard, even for Unconditional Minisum,
but with non-constant domain size in at least one issue.

Proof. Wewill only describe the proof of NP-hardness for CAV-1 and the same
can be established for CDV-1 in a very similar fashion, using almost the same
reduction.

We will have a reduction from the problem of controlling a classic approval
voting election by adding voters, proved NP-hard in [HHR07]. We recall that
in an approval voting election, voters express their approved set of candidates,
and the winner (or winners in case of ties) is the candidate with the highest
number of approvals. The control problem there is to ensure that a designated
candidate is the unique winner of the election. Our reduction starts with an
instance 𝑃 of the control problem in approval voting, where 𝑉 and 𝑉 ′ are
the registered and unregistered sets of voters respectively, 𝑝 is a designated
candidate, and 𝑞 is a quota. The goal is to select a set 𝑉 ″ ⊆ 𝑉 ′ with |𝑉 ″| ≤ 𝑞,
so that the approval voting rule, when run on the voters in 𝑉 ∪ 𝑉 ″ will select
𝑝 as the unique winner.
We create an instance 𝑃 ′ of CAV-1 where the sets of voters, registered and
unregistered, are the same as in 𝑃 . If the number of candidates in 𝑃 is 𝑚, we
create a single issue in 𝑃 ′ whose domain has exactly 𝑚 possible alternatives,
and 𝑝 is the designated alternative that the controller wants to promote in
𝑃 ′. For every voter in 𝑃 (whether coming from 𝑉 or 𝑉 ′), the corresponding
voter in 𝑃 ′ specifies an unconditional ballot on the single issue, containing
only her approved options in 𝑃 . We also use the same quota parameter 𝑞 as
in 𝑃 . This completes the description of 𝑃 ′, which can be clearly constructed
in polynomial time.

It is now easy to see that there exists a set 𝑉 ″ ⊆ 𝑉 ′ of at most 𝑞 voters so
as to ensure that 𝑝 will be the outcome on the single issue of 𝑃 ′, using the
CMS rule for the voters of 𝑉 ∪ 𝑉 ″, if and only if the same set of voters can
ensure that 𝑝 will be the unique winner in the approval voting election of 𝑃 .
Indeed, if the CMS rule, run on the voters of 𝑉 ∪ 𝑉 ″, selects the outcome 𝑝
in the instance 𝑃 ′, this means by the definition of the CMS rule that 𝑝 causes
the minimum number of dissatisfactions among all possible alternatives, i.e.,
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it has the highest number of approvals. This directly yields that 𝑝 will be the
unique winner in the instance 𝑃 . The reverse direction is easy to see as well,
with the same reasoning. □

We now study the hardness of these problems when we have conditional ballots.
As the next theorem shows, it suffices to consider only profiles where each issue
may depend on at most one other issue.

Theorem 3.5 CDV-1 and CAV-1 are NP-hard, when Δ ≤ 1, even for a binary
domain in every issue.

Proof. We will focus on proving the statement for CDV-1. The proof for CAV-1
is very similar, requiring minimal changes, that we discuss at the end. We
will prove that CDV-1 with a binary domain for every issue, and with Δ = 1
is NP-hard, using a reduction from the NP-hard version of CDV-1 with Δ = 0
and non-constant domains (Theorem 3.4). We firstly remind the reader that
the proof of Theorem 3.4 indicates that the problem CDV-1 with Δ = 0 and
non-constant domain sizes is NP-hard, even for the family of instances with
just a single issue (that has a non-constant number𝑚 of different alternatives),
where every voter casts only approval ballots for a subset of alternatives.

Our reduction starts from an instance 𝑃 of CDV-1 on a single issue with non-
constant domain size (obviously Δ = 0, since we have only one issue), and
creates an instance 𝑃 ′ of CDV-1 with binary domain for every issue and with
Δ = 1. Say that the issue of 𝑃 has the following 𝑚 different alternatives:
{𝑑1, 𝑑2, … , 𝑑𝑚}. Then the instance 𝑃 ′ consists of 𝑚 different binary issues
𝐼1, 𝐼2, … , 𝐼𝑚 such that the alternatives of issue 𝐼𝑗 are {𝑑𝑗, 𝑑𝑗}, for 𝑗 ∈ [𝑚].
Hence, the idea is that each alternative of the single issue of 𝑃 now corre-
sponds to a different issue in 𝑃 ′ with positive and negative alternatives. Fur-
thermore, if 𝑞 was the quota in 𝑃 , we will use the same quota in 𝑃 ′. Finally,
if 𝑑ℓ was the designated alternative in 𝑃 , for some specific ℓ ≤ 𝑚, then we
will have that 𝑑ℓ is the designated alternative for issue 𝐼ℓ in 𝑃 ′.

We describe now the set of voters in 𝑃 ′ as well as their preferences. For
every voter 𝑣 of 𝑃 , we add a voter 𝑣′ in 𝑃 ′, such that for any 𝑗 ∈ [𝑚], if 𝑣
was approving the alternative 𝑑𝑗 for the single issue of 𝑃 , then 𝑣′ approves
𝑑𝑗 concerning the issue 𝐼𝑗 in 𝑃 ′, otherwise, if 𝑣 was not approving 𝑑𝑗 in
𝑃 , then 𝑣′ is indifferent in 𝑃 ′ and votes for {𝑑𝑗, 𝑑𝑗}. We also add a set of
𝑚(𝑚 − 1)𝐿 dummy voters, where 𝐿 = 𝑛𝑚 + 𝑞 + 1 and 𝑛 is the number of
voters in 𝑃 . In particular, for every ordered pair of distinct alternatives of 𝑃 ,
i.e., for every (𝑘, 𝑗), with 𝑘, 𝑗 ∈ [𝑚], and 𝑘 ≠ 𝑗, we include 𝐿 voters voting
𝑑𝑘 for issue 𝐼𝑘, {𝑑𝑘 ∶ 𝑑𝑗} for issue 𝐼𝑗, and {𝑑𝑡, 𝑑𝑡}, for every other issue 𝐼𝑡,
with 𝑡 ∈ [𝑚] ∖ {𝑘, 𝑗}.
We will prove the following claim, enforced by the construction of 𝑃 ′.
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Claim 3.6 Let 𝑃 ″ be the conditional approval voting profile that is derived
by the deletion of a set of at most 𝑞 non-dummy voters from the instance
𝑃 ′. Then, in any optimal CMS solution of 𝑃 ″, there is exactly one issue 𝐼𝑗
for which the selected alternative is 𝑑𝑗, and for every 𝑘 ≠ 𝑗, the selected
alternative will be 𝑑𝑘.

Proof of Claim 3.6. Let us define first the set of outcomes where exactly one
issue takes a positive value, i.e., let POS1 = {{𝑦1, 𝑦2, … , 𝑦𝑚} ∶ ∃𝑖 ∈ [𝑚] ∶
𝑦𝑖 = 𝑑𝑖, ∀𝑗 ∈ [𝑚]∖{𝑖} ∶ 𝑦𝑗 = 𝑑𝑗}. We will firstly prove that for any solution
that belongs to POS1, the total dissatisfaction incurred by the set of dummy
voters equals 𝑚(𝑚 − 1)𝐿. To prove that, we inspect an arbitrary outcome of
POS1, say {𝑑1, 𝑑2, … , 𝑑𝑝−1, 𝑑𝑝, 𝑑𝑝+1, … , 𝑑𝑚}, for some 𝑝 ∈ [𝑚].
It is convenient to view the set of 𝑚(𝑚 − 1)𝐿 dummy voters of 𝑃 ″, as being
partitioned in the following 3 sets:

Û The (𝑚 − 1)(𝑚 − 2)𝐿 dummy voters whose dependency graph consists
of an edge (𝐼𝑘, 𝐼𝑗), such that 𝑘, 𝑗 ≠ 𝑝. These voters are dissatisfied only
with respect to issue 𝐼𝑗 since they are voting for {𝑑𝑘 ∶ 𝑑𝑗} and 𝑑𝑘 is not
selected. They are satisfied with respect to 𝐼𝑘 since they are voting in
favor of 𝑑𝑘, which is elected, and they are indifferent (hence satisfied)
with respect to all other issues.

Û The (𝑚−1)𝐿 dummy voters whose dependency graph consists of an edge
(𝐼𝑝, 𝐼𝑗), such that 𝑗 ≠ 𝑝. These voters are dissatisfied only with respect to
issue 𝐼𝑝 since they are voting for 𝑑𝑝 but 𝑑𝑝 is elected. They are satisfied
with respect to 𝐼𝑗 since they are voting in favor of {𝑑𝑝 ∶ 𝑑𝑗} and both 𝑑𝑝
and 𝑑𝑗 are elected. Finally they are satisfied with respect to any 𝐼𝑡, for
𝑡 ≠ 𝑝, 𝑗, since they are indifferent for these issues.

Û The (𝑚−1)𝐿 dummy voters whose dependency graph consists of an edge
(𝐼𝑗, 𝐼𝑝) such that 𝑗 ≠ 𝑝. These voters are dissatisfied only with respect to
issue 𝐼𝑝 since they are voting for {𝑑𝑗 ∶ 𝑑𝑝}. Furthermore they are satisfied
with respect to 𝐼𝑗 since they are voting in favor of 𝑑𝑗, and they are satisfied
with respect to any other issue.

Hence, the total dissatisfaction score of any outcome in POS1, due to the
dummy voters is𝑚(𝑚−1)𝐿. To count the dissatisfaction from the remaining
non-dummy voters, we define the following quantity: let 𝑥𝑖 be the number
of voters in the original instance 𝑃 (after deleting the voters that correspond
to the ones deleted in 𝑃 ′) who had 𝑑𝑖 in their approval list in 𝑃 . Then, it
can be verified that the total dissatisfaction due to the non-dummy voters
for the profile 𝑃 ″, is ∑𝑖∈[𝑚]∖𝑝 𝑥𝑖. Hence, to conclude, the total dissatis-
faction score for 𝑃 ″, under any outcome that belongs to POS1 is equal to
𝑚(𝑚 − 1)𝐿 + ∑𝑖∈[𝑚]∖𝑝 𝑥𝑖.
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We will now compare the dissatisfaction score of the outcomes in POS1 with
all other possible outcomes. We can define analogously the set of outcomes
POS2 = {(𝑦1, 𝑦2, … , 𝑦𝑚) ∶ ∃𝑖, 𝑗 ∈ [𝑚] ∶ 𝑦𝑖 = 𝑑𝑖, 𝑦𝑗 = 𝑑𝑗, ∀𝑘 ∈ [𝑚]∖{𝑖, 𝑗} ∶
𝑦𝑘 = 𝑑𝑘}. We will firstly prove that the total dissatisfaction incurred by
dummy voters in outcomes from POS2 is at least 𝑚(𝑚 − 1)𝐿 + 2𝐿.
We inspect an arbitrary outcome of POS2, say (𝑦1, … , 𝑦𝑚) with 𝑦𝑝 = 𝑑𝑝,
𝑦𝑟 = 𝑑𝑟, for some specific 𝑝, 𝑟, and also 𝑦𝑗 = 𝑑𝑗, for any 𝑗 ≠ 𝑝, 𝑟. We
analyze the set of dummy voters, by partitioning them in 4 sets as follows:

Û The (𝑚−2)(𝑚−3)𝐿 dummy voters whose dependency graph has the edge
(𝐼𝑘, 𝐼𝑗), for some 𝑘, 𝑗where both 𝑘, 𝑗 ≠ 𝑝, 𝑟. These voters are dissatisfied
only with respect to issue 𝐼𝑗 since they are voting for {𝑑𝑘 ∶ 𝑑𝑗} but 𝑑𝑘 is
elected. They are satisfied with respect to 𝐼𝑘 since they are voting in favor
of 𝑑𝑘. Finally they are indifferent and hence satisfied with respect to all
other issues.

Û The 2(𝑚 − 2)𝐿 dummy voters whose dependency graph has either the
edge (𝐼𝑝, 𝐼𝑗) or (𝐼𝑟, 𝐼𝑗)), with 𝑗 ≠ 𝑝, 𝑟. We analyze the ones with the edge
(𝐼𝑝, 𝐼𝑗), and the same conclusion holds for the other case as well. These
voters are dissatisfied only with respect to issue 𝐼𝑝 since they are voting
for 𝑑𝑝, but 𝑑𝑝 is elected. They are satisfied with respect to 𝐼𝑗 since they are
voting in favor of {𝑑𝑝 ∶ 𝑑𝑗} and both 𝑑𝑝 and 𝑑𝑗 are elected. Finally they
are satisfied with respect to any 𝐼𝑡, for 𝑡 ≠ 𝑝, 𝑗, since they are indifferent.

Û The 2(𝑚 − 2)𝐿 dummy voters whose dependency graph consists of the
edge (𝐼𝑗, 𝐼𝑝) or (𝐼𝑖, 𝐼𝑟) for some 𝑗 ≠ 𝑝, 𝑟. We argue about the voters
with the edge (𝐼𝑗, 𝐼𝑝) as the other case is also identical. These voters are
dissatisfied onlywith respect to issue 𝐼𝑝, since they are voting for {𝑑𝑗 ∶ 𝑑𝑝}
but 𝑑𝑝 is elected. They are satisfied with respect to 𝐼𝑗 since they are voting
in favor of 𝑑𝑗 which is elected. Finally they are indifferent with respect to
other issues.

Û The 2𝐿 dummy voters whose dependency graph consists of the edge (𝐼𝑝, 𝐼𝑟)
or (𝐼𝑟, 𝐼𝑝). These voters are dissatisfied with respect to issues 𝐼𝑟 and 𝐼𝑝.
Consider the ones with the edge (𝐼𝑝, 𝐼𝑟). They are voting for {𝑑𝑝 ∶ 𝑑𝑟} but
𝑑𝑟 is elected. Additionally, they are voting for 𝑑𝑝 but 𝑑𝑝 is elected. They
are satisfied with respect to any other issue since they are indifferent.

The above analysis shows that the dissatisfaction score due to the dummy
voters is (𝑚−2)(𝑚−3)𝐿+2(𝑚−2)𝐿+2(𝑚−2)𝐿+4𝐿 = 𝑚(𝑚−1)𝐿+2𝐿.
This is larger by the term 2𝐿, compared to the dissatisfaction of the dummy
voters in outcomes of POS1. By the choice of 𝐿, it is impossible that the
dissatisfaction of the non-dummy voters causes an outcome of POS2 to have
a better or equal score than those of POS1 (note that 𝐿 > 𝑚𝑛 and the total
dissatisfaction of the non-dummy voters is bounded by 𝑚𝑛). Hence, the
optimal solution cannot be attained by POS2. In a similar manner, we can
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define POS𝑘, for any 𝑘 > 2, and prove that the total dissatisfaction score of
any outcome in POS1 is less than the dissatisfaction score of any outcome in
POS𝑘. Equivalently, there can be no more than a single positive alternative in
the optimal outcome of 𝑃 ″.

Finally, we also need to compare with the “all-negatives” outcome, where 𝑑𝑗
is selected for every 𝑗 ∈ [𝑚]. It is a matter of a simple case analysis (like the
ones before) to prove that the dissatisfaction incurred by the dummy voters
equals 𝑚(𝑚 − 1)𝐿, which equals the dissatisfaction of the dummy voters
for outcomes in POS1 as well. Hence, now we only need to argue about the
non-dummy voters; it is safe to say that these are more than 𝑞.
To do this, note that in the original instance 𝑃 , we can assume without loss of
generality that at least one voter approves at least one alternative, otherwise
we have a trivial election, where no one expresses any preferences. This
means that 𝑥𝑝 > 0 for at least one issue 𝑝 ∈ [𝑚].
By the construction of the preferences for the non-dummy voters in 𝑃 ′, the
dissatisfaction score for the “all-negatives” outcome equals ∑𝑖∈[𝑚] 𝑥𝑖. Re-
call also that for the outcome in POS1, where only issue 𝑝 has a positive
value, the dissatisfaction of the non-dummy voters is ∑𝑖∈[𝑚]∖{𝑝} 𝑥𝑖. There-
fore, there exists an outcome in POS1 which causes strictly less dissatisfaction
to the electorate, and this concludes the proof. ⊠

Let 𝑃 be a YES-instance, i.e., say that there is a set 𝑆 of at most 𝑞 voters, the
deletion of which causes the election of 𝑑ℓ in 𝑃 , as the unique winner. Note
that for every voter in 𝑃 there is a corresponding voter in 𝑃 ′. Consider the
deletion of the set 𝑆′ from 𝑃 ′ that corresponds exactly to the voters of 𝑆
from 𝑃 . By exploiting Claim 3.6, it suffices to prove that by deleting 𝑆′, the
outcome 𝑝ℓ = {𝑑1, 𝑑2, … , 𝑑ℓ−1, 𝑑ℓ, 𝑑ℓ+1, … , 𝑑𝑚} causes strictly less dissat-
isfactions in the electorate than 𝑝𝑗 = {𝑑1, 𝑑2, … , 𝑑𝑗−1, 𝑑𝑗, 𝑑𝑗+1, … , 𝑑𝑚}, for
any 𝑗 ≠ ℓ. To do so, for any 𝑖 ∈ [𝑚], let 𝑥𝑖 be the number of voters (among
the remaining ones, after deleting the set 𝑆) who had 𝑑𝑖 in their approval list
in𝑃 . By using the same argument as in the proof of Claim 3.6, we can see that
for the non-dummy voters of 𝑃 ′ who correspond to those of 𝑃 , the number
of dissatisfactions caused by the outcome 𝑝ℓ in 𝑃 ′ is (∑𝑖∈[𝑚]∖ℓ,𝑗 𝑥𝑖) + 𝑥𝑗.

Also, by doing the same counting argument as in the first part of the proof
of Claim 3.6, each dummy voter will be dissatisfied with exactly one issue,
and hence they contribute a total of 𝑚(𝑚 − 1)𝐿 in the cumulative number of
dissatisfactions. In the same manner, we can also have that the total number
of dissatisfactions caused by the outcome 𝑝𝑗 is (∑𝑖∈[𝑚]∖{𝑙,𝑗} 𝑥𝑖)+𝑥ℓ+𝑚(𝑚−
1)𝐿. Given that 𝑑ℓ was the winning alternative in 𝑃 after the deletion of
voters, it is true that 𝑥ℓ > 𝑥𝑗 and hence the dissatisfaction caused by 𝑝𝑗 is
greater than the dissatisfaction caused by 𝑑ℓ. By Claim 3.6, this concludes
the forward direction.
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For the reverse direction, say that there is a set of voters 𝑆′ in 𝑃 ′, after the
deletion of which, 𝑑ℓ is the winning alternative for issue 𝐼ℓ. We note that
because of the large value of 𝐿, including any dummy voter in the set 𝑆′ will
not influence the final outcome (since 𝐿 > 𝑞, even if all the deleted voters
are dummy ones, we cannot enforce a different outcome than the outcome
without deletions). Hence, we can assume that the set 𝑆′ has no dummy
voters. We can choose then to delete the corresponding set of voters 𝑆 in
𝑃 and we will need to prove that, in that case, the elected alternative will
be 𝑑ℓ for the single issue of 𝑃 . By Claim 3.6, and since we assumed that
𝑑ℓ is selected for issue 𝐼ℓ, we know that the optimal solution in the instance
after the deletion of 𝑆′ selected 𝑑𝑗 for any other 𝑗 ≠ ℓ. Thus, the winning
outcome is 𝑝ℓ = {𝑑1, 𝑑2, … , 𝑑ℓ−1, 𝑑ℓ, 𝑑ℓ+1, … , 𝑑𝑚}. Therefore, the number
of dissatisfactions caused by 𝑝ℓ is lower than the number of dissatisfactions
caused by 𝑝𝑗 = {𝑑1, 𝑑2, … , 𝑑𝑗−1, 𝑑𝑗, 𝑑𝑗+1, … , 𝑑𝑚}, for any 𝑗 ≠ ℓ. But this
implies that (∑𝑖∈[𝑚]∖{ℓ,𝑗} 𝑥𝑖) + 𝑥𝑗 < (∑𝑖∈[𝑚]∖{ℓ,𝑗} 𝑥𝑖) + 𝑥ℓ, or equivalently,
𝑥ℓ > 𝑥𝑗, which means that the number of voters that are not included in 𝑆,
and have 𝑑ℓ in their approval list, is greater than the number of voters not
included in 𝑆, who have 𝑑𝑗 in their list for any 𝑗 ≠ ℓ. Thus, in 𝑃 , 𝑑ℓ will be
selected, fulfilling the controller’s will.

Adjustments for the CAV-1 reduction: So far we have established that CDV-
1 is NP-hard. To prove that CAV-1 is also NP-hard for binary domains, we
will perform a similar reduction, this time from CAV-1 with a single issue and
with a non-constant domain size (which is again NP-hard by Theorem 3.4).
The construction is almost the same, with the difference being that in CAV-1,
there are both registered and unregistered voters. Our reduction will assign
preferences in the sameway as in the proof for CDV-1 andwill simplymaintain
the separation into registered and unregistered voters in the created instance
𝑃 ′. Furthermore, we include the dummy voters in the set of registered voters
and we set 𝐿 = 𝑚(𝑛 + 𝑞) + 1. Everything else in the reduction is the same
as before, and it is a matter of calculations analogous to the proof of CDV-1 to
verify the correctness of the reduction. □

To conclude this subsection, we have now a complete picture for the level of ro-
bustness against the malicious actions of adding or deleting voters. Our results
act in favor of the CMS rule, showing that a potential controller cannot easily (in
terms of computational complexity) enforce her own desirable outcomes, apart
from a single case, as shown in Table 3.1. Interestingly, this, single, polynomi-
ally solvable case concerns the unconditional setting and when one moves to the
conditional case, the considered problem becomes hard for the controller.

Finally, it’s worth noting that despite the need for distinct proof approaches in
certain cases, the results for the two examined problems (deleting/adding voters)
are identical; this observation does not extend to the problems related to the dele-
tion and addition of alternatives, as elucidated in the forthcoming subsection.
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Remark 3.2 We firstly note
that all the comments made
in Remark 3.1 are applicable
here as well. Also, we have not
included CAA-ALL in our defi-
nitions as CMS is trivially im-
mune to adding spoiler alterna-
tives in order to enforce a qual-
ified alternative in every issue.
Concerning the problem CAA-
1, we assume that the voters
in 𝐵 may express an opinion
about any outcome of every is-
sue, whether it is a qualified
one or a spoiler. Additionally,
another way to define such
problems would be to allow
the controller to completely
delete or add issues instead
of just alternatives. However,
given the existence of depen-
dency graphs, erasing an issue
can make the preferences of
a voter ill-defined. Lastly, the
constraint that |𝐷𝑘∖𝐷″| ≥ 1,
for CDA-1 and CDA-ALL, is to
ensure that the controller can-
not eliminate all the alterna-
tives of an issue.

3.2 Controlling Alternatives

We now consider the analogous control problems, regarding the addition or dele-
tion of alternatives, instead of voters. It turns out that the picture, from the com-
putational complexity viewpoint, differs sufficiently from the problems consid-
ered in the previous subsection.

Instance: A CMS election (𝐼, 𝐷, 𝑉 , 𝐵), where 𝐷 = 𝐷1 × ⋯ × 𝐷𝑚, and
𝐷𝑘 is the set of qualified alternatives of each issue 𝐼𝑘, a set 𝐷′

𝑘 of spoiler
alternatives for each 𝐼𝑘 (for use only by CAA), an integer quota 𝑞, a distin-
guished alternative 𝑝𝑗 ∈ 𝐷𝑗 for a specific issue 𝐼𝑗 or an outcome 𝑝 ∈ 𝐷
specifying an alternative for every issue.
Problem CAA-1 (resp. CDA-1): Does there exist a set 𝐷″ ⊆ ∪𝑘∈[𝑚]𝐷′

𝑘
(resp. 𝐷″ ⊂ ∪𝑘∈[𝑚]𝐷𝑘), with |𝐷″| ≤ 𝑞, such that 𝑝𝑗 is the value of the
issue 𝐼𝑗 in every optimal CMS solution of the profile where the domain of
each issue 𝐼𝑘 is enlarged by the alternatives in 𝐷″ ∩ 𝐷′

𝑘 (resp. reduced
by the alternatives in 𝐷″ ∩ 𝐷′

𝑘)?
Problem CDA-ALL: Does there exist a set 𝐷″ ⊂ ∪𝑘∈[𝑚]𝐷𝑘, with |𝐷″| ≤
𝑞, such that 𝑝 is the unique optimal CMS solution of the profile where the
domain of each issue 𝐼𝑘 is reduced by the alternatives in 𝐷″ ∩ 𝐷𝑘?
Note: For CDA-1 and CDA-ALL, we also require that for every 𝑘, |𝐷𝑘 ∖
𝐷″| ≥ 1.

Proposition 3.7 Unconditional Minisum, with arbitrary domain size is im-
mune to CAA-1. For the same setting, CDA-1 and CDA-ALL can be solved in
polynomial time.

Proof. To solve CDA-1 and CDA-ALL we only have to observe that to control a
single issue by deleting alternatives in the unconditional case, one can check
if the quota is large enough to delete all alternatives that achieve higher ap-
proval score than the designated one(s). At what concerns CAA-1, the defini-
tion of immunity directly applies, since the controller cannot enforce a desig-
nated alternative in Unconditional Minisum by adding some other alternative
(whether for the same or for a different issue). □

When we move to instances with conditional ballots, the problems CDA-1 and
CDA-ALL do become hard (with the exception of Proposition 3.10 in the sequel).
We start with the hardness of CDA-ALL.

Theorem 3.8 CDA-ALL is NP-hard, when Δ𝑖 ≤ 1 for every voter 𝑖, and even
for a binary domain size in every issue.
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Proof. Let 𝑃 = (𝐺, 𝑘) be an instance of VERTEX COVER, for an undirected
graph 𝐺 with 𝑛 vertices and 𝑚 edges, and an upper bound 𝑘 on the desirable
size of the cover. We denote by 𝑒1, 𝑒2, … , 𝑒𝑚, the edges of the graph. We
will present a reduction from 𝑃 to an instance 𝑃 ′ of CDA-ALL. Let there be
the following 2𝑚(𝑘 + 1) + 𝑛 issues:

Û For every edge 𝑒ℓ of 𝐺, ℓ ∈ [𝑚], and for 𝑗 ∈ [𝑘 + 1] let 𝐼ℓ,𝑗 and 𝐼′
ℓ,𝑗 be

a pair of binary issues of domain {𝑒ℓ,𝑗, 𝑒ℓ,𝑗} and {𝑒′
ℓ,𝑗, 𝑒′

ℓ,𝑗} respectively,.
We refer to these issues as edge issues.

Û For every vertex 𝑣 of 𝐺 let 𝐼𝑣 be a binary issue of domain {𝑑𝑣, 𝑑𝑣}. We
refer to these issues as vertex issues.

Note that, we have added one vertex issue for every vertex of 𝐺 and, essen-
tially, we have introduced two edge issues for every edge of 𝐺, but in (𝑘 +1)
“copies”. This will play a significant role in the reverse direction of the re-
duction. The voters of the created instance 𝑃 ′ will be 2𝑚 + 3 in total, and
we partition them as follows:

Û Group 1: There are 2 edge voters for every edge 𝑒𝑖 of 𝐺. For an edge
𝑒𝑖 = (𝑢, 𝑣) and for every 𝑗 ∈ [𝑘 + 1], these voters submit the same ballot
{𝑑𝑢 ∶ 𝑒𝑖,𝑗, 𝑑𝑣 ∶ 𝑒′

𝑖,𝑗} (where we have arbitrarily chosen that the satisfaction
of one edge issue depends on the vertex issue 𝐼𝑢 and the other edge issue
depends on the remaining vertex issue 𝐼𝑣). The voters are indifferent for
the rest of the issues. Hence, every such voter is interested in exactly
2(𝑘+1) edge issues, each conditioned on either 𝐼𝑢 or 𝐼𝑣. At what follows,
we will refer to these voters as “group 1” or edge voters.

Û Group 2: There are 2 voters who are voting for {𝑒𝑖,𝑗 ∶ 𝑒′
𝑖,𝑗}, for every pair

(𝑖, 𝑗) ∈ [𝑚] × [𝑘 + 1], and who are indifferent for every other issue. At
what follows, we will refer to these voters as “group 2”.

Û There is one voter, that we will refer to as the special voter, who is voting
unconditionally 𝑑1, 𝑑2, … , 𝑑𝑛 for the vertex issues, and is indifferent for
every other issue.

To complete the construction of the instance 𝑃 ′, we use 𝑘 as the quota param-
eter, and we suppose the controller wants to enforce the outcome

(𝑒𝑖,𝑗, 𝑒′
𝑖,𝑗)𝑖∈[𝑚],𝑗∈[𝑘+1], (𝑑𝑗)𝑗∈[𝑛],

by removing at most 𝑘 alternatives. It is trivial to observe that all the issues
in the instance 𝑃 ′ are of binary domain and that for every voter 𝑖, Δ𝑖 ≤ 1 in
her dependency graph.
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Before we proceed, we note that the designated outcome fully satisfies the
voters from group 2 as well as the special voter, however, it dissatisfies ev-
ery edge voter with respect to all 2(𝑘 + 1) issues they care about each, hence
it produces a total dissatisfaction score of 4𝑚(𝑘 + 1). Additionally, we high-
light that there are also other outcomes with the same score, which prevent
the designated one from being the unique winner without deleting any alter-
natives in 𝑃 ′. For instance, if 𝑒𝑡 is the edge (𝑢, 𝑣) of 𝐺, then consider the
following outcome, for any ℓ ∈ [𝑘 + 1]:

{(𝑒𝑡,ℓ, 𝑒′
𝑡,ℓ), (𝑒𝑖,𝑗, 𝑒′

𝑖,𝑗)(𝑖,𝑗)∈[𝑚]×[𝑘+1]∖(𝑡,ℓ), 𝑑𝑢, 𝑑𝑣, (𝑑𝑗)𝑗∈[𝑛]∖{𝑢,𝑣}} (3.1)

The outcome described in Equation (3.1) has a dissatisfaction score of 4(𝑚−
1)(𝑘 + 1) + 4𝑘 from group 1 and a dissatisfaction score of 1 from each voter
in group 2 and a dissatisfaction score of 2 for each remaining voter, leading
to a total score of 4𝑚(𝑘 + 1).
To see now the forward direction of the reduction, suppose there exists a
vertex cover in 𝐺 of size at most 𝑘, which is formed say by a set of vertices
𝑆 ⊂ [𝑛]. Then we choose to delete in the created instance 𝑃 ′ of CDA-ALL,
the corresponding positive alternatives {𝑑𝑗} for 𝑗 ∈ 𝑆, from the vertex issues
{𝐼𝑗}𝑗∈𝑆, respectively. Hence, any solution to the resulting instance after these
deletions, should now definitely contain the alternative 𝑑𝑗 for every issue 𝐼𝑗,
such that 𝑗 ∈ 𝑆. Clearly, the designated outcome still remains a valid solution
with a total score of 4𝑚(𝑘 + 1). We need to see what happens with the rest
of the possible outcomes.

One can easily verify that the best solution among the feasible ones in which
all edge voters are dissatisfied with respect to all the issues they care about, is
precisely the designated outcome (because it satisfies in all issues all the other
voters from group 2 as well as the special voter, and also no other solution
can achieve the same). Hence, it remains to see if there exists any optimal
solution with at least one pair of edge voters satisfied with respect to at least
one issue.

For the sake of contradiction, assume that this is the case, and consider a
pair of such edge voters, corresponding to edge 𝑒 = (𝑢, 𝑣). Without loss of
generality, suppose that 𝑢 does not belong to the vertex cover, and hence 𝑑𝑢 is
an available alternative, that has been selected in the optimal solution we are
considering, and also that 𝑑𝑣 has been deleted. This is due to the vertex cover
property, implying that either 𝑑𝑢 or 𝑑𝑣 has been deleted and furthermore, if
both had been deleted, the pair of edge voters that we focus on, would not be
satisfied with respect to any issue, contrary to what we have assumed. The
selection of 𝑑𝑢 may also cause other edge voters (whose edge is incident with
𝑢) to be satisfied as well, with respect to some issues.
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[BU09] Betzler and Uhlmann (2009):
Parameterized Complexity of Candi-
date Control in Elections and Related
Digraph Problems.

To arrive at a contradiction, and for ease of notation, let 𝑒1, … , 𝑒ℓ, be the
edges that have 𝑢 as an endpoint, and that correspond to edge voters who
are satisfied with respect to at least one of the issues they care about, under
the optimal solution we are considering. Additionally, for such an edge 𝑒𝑖,
let 𝑚(𝑖) be the number of issues that correspond to 𝑒𝑖, and with respect to
which, the two edge voters of 𝑒𝑖 are satisfied (this occurs because the edge
voters may have declared 𝑑𝑢 ∶ 𝑒𝑖,𝑗 or 𝑑𝑢 ∶ 𝑒′

𝑖,𝑗). Clearly 𝑚(𝑖) ≤ 𝑘 + 1.
Counting the total number of satisfactions of edge voters due to the selection
of 𝑑𝑢, we get exactly 2 ∑ℓ

𝑖=1 𝑚(𝑖). But if we now replace 𝑑𝑢 by 𝑑𝑢 and set
all the edge issues of the edges 𝑒1, … , 𝑒ℓ, to their negative value, then we
will dissatisfy all the edge voters that we were satisfying before, but we get
2 ∑ℓ

𝑖=1 𝑚(𝑖) new satisfactions from group 2 and one new satisfaction from
the special voter. Therefore, we reach an outcomewith a lower dissatisfaction
score, contradicting the fact that we started with an optimal solution.

We conclude that there cannot exist an optimal solution, after the deletions we
made, where some of the voters from group 1 enjoy any satisfaction. There-
fore, we can only satisfy group 2 and the special voter, and we can conclude
that after the deletion of at most 𝑘 (positive) alternatives that correspond to a
vertex cover, the designated outcome becomes the unique winner.

For the reverse direction, suppose that there is a set𝐷 of at most 𝑘 alternatives,
the deletion of which, forces the designated outcome to be the unique optimal
solution. Trivially, 𝐷 cannot contain negative values neither from edge nor
from vertex issues. We denote by 𝐷𝑉 the subset of 𝐷 that contains positive
values from vertex issues and let 𝑆 be the corresponding set of vertices in 𝐺.
We claim that 𝑆 forms a vertex cover of 𝐺. Towards a contradiction, say that
𝑆 is not a vertex cover. Then, there exists an edge 𝑒𝑡 = (𝑢, 𝑣) such that both
𝑑𝑢, 𝑑𝑣 ∉ 𝐷𝑉 , thus 𝑑𝑢 and 𝑑𝑣 are still feasible alternatives, after the deletions
we have made. Note that due to the budget constraint, it holds that |𝐷″| ≤ 𝑘.
Hence out of the 2(𝑘+1) issues that the edge voters corresponding to 𝑒𝑡 care
about, there exists an index ℓ, such that both 𝑒𝑡,ℓ and 𝑒′

𝑡,ℓ are still available,
after the deletion of 𝐷. But then, the outcome described in Equation (3.1) is
still feasible, which contradicts the fact that the designated outcome became
the unique winner after the deletion of 𝐷. □

Moving to CDA-1 and CAA-1 we show that we can have hardness results, but
only under a non-constant domain size for at least one issue. The proof of Theo-
rem 3.9 below, shows a connection with some natural problems on graphs, that
have been previously linked to election control for other voting rules [BU09].

Theorem 3.9 CAA-1 and CDA-1 are NP-hard, when Δ𝑖 ≤ 1 for every voter 𝑖,
and even when the treewidth of the global dependency graph is at most one,
but with non-constant domain size in at least one issue.
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Proof. We will firstly prove the hardness of CDA-1. We will perform a reduc-
tion from the NP-hard problem MAX OUT-DEGREE DELETION (MOD) In MAX OUT-DEGREE DELETION

(MOD) we are given a directed
graph 𝐺 = (𝑉 , 𝐸), a special
vertex 𝑝 ∈ 𝑉 and an integer
𝑘 ≥ 1 and the goal is to deter-
mine whether there exists a set
𝑉 ′ ⊆ 𝑉 with |𝑉 ′| ≤ 𝑘 such that
𝑝 is the only vertex of maximum
out-degree in 𝐺[𝑉 ∖ 𝑉 ′].

[BU09].

For 𝑆 ⊆ 𝑉 , we denote by 𝑑𝑒𝑔𝑆(𝑢) the out-degree of vertex 𝑢 in a graph
𝐺 = (𝑉 , 𝐸), when we count only outgoing edges towards the vertices of
𝑆. Let 𝑃 = (𝐺 = (𝑉 , 𝐸), 𝑝, 𝑘) be an instance of MOD in a directed graph
with 𝑛 vertices and 𝑚 edges We create a CDA-1 instance, where we have
one issue 𝐼𝑗 for every vertex 𝑣𝑗, 𝑗 ∈ [𝑛] and an extra issue 𝐼0, hence 𝐼 =
{𝐼0, 𝐼1, 𝐼2, … , 𝐼𝑛}. For 𝑗 ∈ [𝑛], the domain of issue 𝐼𝑗 is binary in the form
𝐷𝑗 = {𝑑𝑗, 𝑑𝑗}. The domain of 𝐼0, say 𝐷0, contains (𝑘 + 1)(𝑛 − 1) + 1
alternatives. In particular, it contains an alternative 𝑏𝑝 that corresponds to
the designated vertex 𝑝 ∈ 𝑉 , and for every vertex 𝑣 ∈ 𝑉 ∖ {𝑝}, there are
𝑘 + 1 alternatives 𝑏ℓ

𝑣, for ℓ ∈ [𝑘 + 1]. Essentially, these are identical 𝑘 + 1
’copies’ encoding the selection of 𝑣 in 𝐼0, and play a significant role in the
reverse direction of the reduction. As for the voters, there are two types of
voters, edge voters and vertex voters. There is one edge voter for every edge
(𝑖, 𝑗) ∈ 𝐸, with a dependency graph having one edge from 𝐼𝑗 to 𝐼0, and
voting as follows:

Û For the issue 𝐼0, she votes conditioned on 𝐼𝑗 for {𝑑𝑗 ∶ 𝑏𝑖} if 𝑖 = 𝑝 or
otherwise for {𝑑𝑗 ∶ 𝑏ℓ

𝑖}, ∀ℓ ∈ [𝑘 + 1].
Û For all other issues she is satisfied with any alternative.

For every vertex other than 𝑝, we also have a block of 𝐿 identical voters,
where it suffices to take 𝐿 = 𝑚 + 1. Each voter in the 𝑗-th block, with
𝑗 ∈ 𝑉 ∖ {𝑝} has a dependency graph with 1 edge, from 𝐼0 to 𝐼𝑗 and votes as
follows:

Û For the issue 𝐼𝑗, she is satisfied with the combinations {𝑏ℓ
𝑗 ∶ 𝑑𝑗} for any ℓ.

Also, if the value of 𝐼0 differs from 𝑏ℓ
𝑗, for any ℓ, she is satisfied with any

value on 𝐼𝑗. Hence, the only restriction is that when the value of 𝐼0 comes
from an alternative corresponding to vertex 𝑗, the voter can be satisfied
with respect to 𝐼𝑗 only by 𝑑𝑗.

Û For all other issues, she is satisfied with any alternative.

In total, we have 𝑚 + (𝑛 − 1)𝐿 voters. We also use 𝑘 as the quota parameter,
and we suppose the controller wants to enforce the alternative 𝑏𝑝 at issue 𝐼0.
Clearly, for every voter 𝑖, Δ𝑖 ≤ 1 in her dependency graph, and the global
dependency graph is a star centered on 𝐼0. The maximum domain cardinality
is 𝑂(𝑘𝑛) = 𝑂(𝑛2).
For a better view of the construction we comment on the figure below, which
illustrates the reduction to CDA-1.
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In particular, it illustrates only a part of the construction that pertains to the
vertices of a subgraph 𝐺′ of the initial graph 𝐺 given in the instance of MOD
(as shown in the upper-left part of the figure). The figure also depicts the vot-
ers’ ballots (rightmost part of the figure) and the global dependency graph
which emerges (lower-left part of the figure). To be more precise, the lower-
left part shows the union of the dependency graphs of all voters, where both
orientations are present for the edges shown. Hence, the global dependency
graph is simply a star centered on 𝐼0. The connections in the rightmost part of
the figure represent acceptable pairs of alternatives by voters. More precisely,
a dotted connection between the alternatives 𝑑𝑗 and 𝑏ℓ

𝑗 for some 𝑗 and ℓ, repre-
sents the conditional approval ballot {𝑏ℓ

𝑗 ∶ 𝑑𝑗} of the block of the 𝐿 identical
vertex voters that correspond to 𝑣𝑗 of 𝐺′. A solid connection between the
alternatives 𝑑𝑗 and 𝑏ℓ

𝑖 (resp. between 𝑑𝑖 and 𝑏𝑝) represents the conditional
approval ballot {𝑑𝑗 ∶ 𝑏ℓ

𝑖} (resp. {𝑑𝑗 ∶ 𝑏𝑝}) of an edge voter corresponding to
edge (𝑣𝑖, 𝑣𝑗) (resp. (𝑝, 𝑣𝑗)) of 𝐺′.

Suppose there exists a set 𝑆 of vertices in𝐺 of size at most 𝑘, say without loss
of generality that 𝑆 = {1, … , 𝑘} ⊆ 𝑉 , whose deletion leaves 𝑝 as the only
vertex of maximum out-degree. We now choose to delete the corresponding
alternatives {𝑑1, … , 𝑑𝑘} from the issues {𝐼1, … , 𝐼𝑘}. If we select 𝑏𝑝 for the
issue 𝐼0, then the total dissatisfaction score can be brought down to 𝑚 −
𝑑𝑒𝑔𝑉 ∖𝑆(𝑝) by choosing 𝑑𝑗 for every issue 𝐼𝑗 where 𝑑𝑗 has not been deleted.
To see this, the only edge voters that are satisfied with respect to 𝐼0 are edges
that are outgoing from 𝑝 and whose other endpoint belongs to 𝑉 ∖ 𝑆. Hence
all remaining 𝑚 − 𝑑𝑒𝑔𝑉 ∖𝑆(𝑝) voters will be dissatisfied with respect to 𝐼0.
Regarding the vertex voters, they will all be satisfied on all issues.

On the other hand, if we select for 𝐼0 some 𝑏ℓ
𝑗 for any ℓ ∈ [𝑘 + 1], we need to

consider two cases, depending on 𝑗. If 𝑗 ∈ 𝑉 ∖𝑆, then by the same reasoning
as before, the best we could achieve is to have a dissatisfaction score equal
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to 𝑚 − 𝑑𝑒𝑔𝑉 ∖𝑆(𝑗). But since 𝑝 has the maximum out-degree, this would
yield a worse solution. Now suppose 𝑗 ∈ 𝑆. Then we know that 𝑑𝑗 has been
deleted from 𝐼𝑗. Hence, the 𝑗-th block of vertex voters will be dissatisfied
with respect to 𝐼𝑗, and since𝐿 > 𝑚, this cannot yield an optimal solution. To
conclude, after the deletion of the selected alternatives, 𝑏𝑝 has to be selected
for 𝐼0 in any optimal solution.

For the reverse direction, suppose that there is a set 𝐷″ of at most 𝑘 alterna-
tives, the deletion of which, forces 𝑏𝑝 to be selected for 𝐼0 in every optimal
solution. It is without loss of generality to assume that 𝐷″ does not contain
anything from 𝐷0. To elaborate on this claim, since there are 𝑘 + 1 copies
of alternatives for every 𝑖 ∈ 𝑉 ∖ {𝑝} that have an identical role, there is no
change in the optimal outcome by deleting up to 𝑘 alternatives from 𝐼0 (some
alternative will survive for every 𝑖). Moreover, we can assume that none of
the deleted alternatives equals 𝑑𝑗 for some issue 𝐼𝑗 ≠ 𝐼0 since if it were, we
can swap it with 𝑑𝑗 without harming the cost of the optimal solution (one
cannot strengthen the support of 𝑏𝑝 in 𝐼0 by deleting 𝑑𝑗 for some 𝑗). Also,
bear in mind that we are not allowed to delete both 𝑑𝑗 and 𝑑𝑗 from an issue
𝐼𝑗, 𝑗 ∈ [𝑛], as there are no other choices left for 𝐼𝑗.

To summarize, the deleted alternatives must come from distinct issues among
𝐼1, … , 𝐼𝑛 and they all correspond to some 𝑑𝑗 for 𝑗 ∈ [𝑛]. It is now easy to ob-
serve that deleting from 𝑉 the set 𝑆 formed by the vertices corresponding to
these alternatives in 𝐷″, makes 𝑝 the unique vertex of maximum out-degree
in the induced subgraph of 𝐺. If not, there is a vertex, say 𝑣 ∈ 𝑉 ∖ 𝑆, with
greater or equal out-degree. In that case, if we select 𝑏ℓ′

𝑣 for 𝐼0 for some ar-
bitrary ℓ′, and 𝑑𝑗 for all issues 𝐼𝑗, for which 𝑑𝑗 has not been deleted, we will
obtain a solution with at most the same dissatisfaction score as the optimal
solution that used 𝑏𝑝. In MAX-OUTDEGREE ADDITION

(MOA) [BU09] we are given a di-
rected graph 𝐺 = (𝑉1 ∪ 𝑉2, 𝐸),
where 𝑉1 denotes the set of
registered vertices, and 𝑉2 is the
set of unregistered vertices, a
distinguished vertex 𝑝 ∈ 𝑉1 and
an integer 𝑘 ≥ 1 and the goal is
to determine whether there exists
a set 𝑉 ′ ⊆ 𝑉2 with |𝑉 ′| ≤ 𝑘
such that 𝑝 is the only vertex
that has maximum outdegree in
𝐺[𝑉1 ∪ 𝑉 ′].

Indeed, we will have fewer or equal dissatisfactions
from the edge voters with respect to 𝐼0, and also all the blocks of the vertex
voters will be satisfied (the block of voters who care about 𝐼𝑣 is satisfied be-
cause 𝑑𝑣 has not been deleted, since 𝑣 ∈ 𝑉 ∖ 𝑆). This contradicts the fact
that 𝑏𝑝 was elected for 𝐼0 in every optimal solution.

For the NP-hardness of CAA-1, the proof is based on a similar reasoning as
in the proof of CDA-1, but with appropriate adjustments. First, it is more
convenient to perform a reduction from a slightly different problem, which
is the MAX-OUTDEGREE ADDITION (MOA) problem.

Starting from an instance of MOA, where𝑛 = |𝑉1|+|𝑉2|, let 𝐼 = {𝐼0, 𝐼1, 𝐼2, … ,
𝐼𝑛}. For 𝑗 ∈ 𝑉1, we have two qualified alternatives, 𝐷𝑗 = {𝑑𝑗, 𝑑𝑗} and no
spoiler ones. For 𝑗 ∈ 𝑉2, we have one qualified alternative,1 1: If one wishes to avoid issues

with unary starting domain, we
can also add one dummy quali-
fied alternative, so that no issue
is trivialized before the addition
of any spoiler alternatives.

𝐷𝑗 = {𝑑𝑗},
and we will have 𝑑𝑗 as a spoiler alternative, 𝐷′

𝑗 = {𝑑𝑗}. The domain of 𝐼0
corresponds to all the vertices and equals 𝐷0 = {𝑏1, … , 𝑏𝑛}. In contrast to
CDV-1, we do not need to have 𝑘 + 1 “copies” for each 𝑏𝑖, since the spoiler
alternatives that will be added are not going to be from 𝐷0. As for the voters,
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there is one edge voter for every edge of the graph, regardless of whether
its endpoints belong to 𝑉1 or 𝑉2 and one vertex voter for every vertex of the
graph. All voters have similar preferences as in the CDA-1 reduction, from
which their ballots for each issue 𝐼𝑗 with 𝑗 ∈ {0, 1, … , 𝑛} can be immedi-
ately obtained by replacing, {𝑏ℓ

𝑗}∀ℓ∈[𝑘+1] with 𝑏𝑗. For example, an edge voter
arising from an edge (𝑖, 𝑗) will vote for the combination {𝑑𝑗 ∶ 𝑏𝑖} regarding
𝐼0. Using similar arguments as in the proof for CDA-1, we conclude that there
is a way to add up to 𝑘 vertices and make 𝑝 the unique vertex with maximum
out-degree if and only if there is a set of at most 𝑘 alternatives to add in the
CAA-1 instance to fulfill controller’s will. □

Notably, moving to a constant domain size, the considered problems, CDA-1 and
CAA-1, seem to behave differently, as the following result indicates.

Proposition 3.10 CDA-1 can be solved in polynomial time, when Δ𝑖 ≤ 1 for
every voter 𝑖, the treewidth of the global dependency graph is constant and
the domain size is also constant for every issue.

Proof. Let 𝑞 be the quota parameter and let 𝐼𝑗 be the issue where the con-
troller wants to enforce a specific alternative. If 𝑞 ≥ |𝐷𝑗| − 1, then we
can simply delete precisely all other |𝐷𝑗| − 1 alternatives of 𝐼𝑗 so that the
controller’s will is the only choice left. If 𝑞 < |𝐷𝑗| − 1, this implies that
𝑞 = 𝑂(1). Then we can check all possible ways of picking up to 𝑞 items
from the available set of alternatives of all issues (polynomial in 𝑚). For ev-
ery such combination, since the conditions of Theorem 2.1 hold, we solve the
remaining instance checking if the controller’s choice appears in all optimal
solutions, by solving CMS with and without the designated alternative. □

Hence, a constant domain size makes a difference for CDA-1 when we stick to
the assumptions from Section 2.2 on each Δ𝑖 and on the treewidth. For CAA-1,
we are not yet aware if the same result holds (the proof arguments certainly do
not go through), and we leave this as an interesting open problem. However, we
have established intractability, as soon as we move to slightly richer instances
with Δ𝑖 ≤ 2.

Theorem 3.11 CAA-1 is NP-hard, when Δ𝑖 ≤ 2 for every voter 𝑖, even when
the treewidth of the global dependency graph is at most one and even for a
binary domain size in every issue.

Proof. Consider an instance 𝑃 of VERTEX COVER, asking if there is a cover
of size at most 𝑘 in a graph 𝐺 = (𝑉 , 𝐸), with |𝑉 | = 𝑛, |𝐸| = 𝑚. We
create an instance 𝑃 ′ of CAA-1 with 𝑛 + 1 issues 𝐼 = {𝐼0, 𝐼1, … , 𝐼𝑛}. The
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issue 𝐼0 has two qualified alternatives, 𝐷0 = {𝑑0, 𝑑0}. Each issue 𝐼𝑗 for 𝑗 ∈
[𝑛] corresponds to a vertex od 𝐺, and has one qualified alternative, denoted
by 𝑑𝑗, and one unqualified one denoted by 𝑑𝑗. Formally, 𝐷𝑗 = {𝑑𝑗} and
𝐷′

𝑗 = {𝑑𝑗}, for 𝑗 ∈ [𝑛]. As for the voters, we have a total of 2𝑚 − 1
voters. The first𝑚 voters correspond to the edges of𝐺, and they are satisfied
with all the alternatives in the issues 𝐼𝑗, 𝑗 ∈ [𝑛]. For issue 𝐼0, each edge
voter has a dependence on the two issues corresponding to its endpoints. In
particular, for an edge (𝑗, ℓ), the corresponding edge voter has a dependence
of 𝐼0 on both 𝐼𝑗 and 𝐼ℓ. He is satisfied with respect to 𝐼0, only when either
𝑑𝑗 or 𝑑ℓ is selected, and 𝑑0 is selected as well. Thus he is satisfied with the
combinations {(𝑑𝑗, 𝑥) ∶ 𝑑0} for any 𝑥 ∈ {𝑑ℓ, 𝑑ℓ}, and with {(𝑥, 𝑑ℓ) ∶ 𝑑0} for
any 𝑥 ∈ {𝑑𝑗, 𝑑𝑗}. These together encode precisely the constraint (𝑑𝑗 ∨ 𝑑ℓ) ∶
𝑑0. Any other combination of alternatives of 𝐼𝑗, 𝐼ℓ, and 𝐼0 make this edge
voter dissatisfied with respect to 𝐼0. The remaining 𝑚 − 1 dummy voters are
satisfied with all the alternatives of the first 𝑛 issues and are also satisfied
only with 𝑑0 for issue 𝐼0. To complete the construction, we use 𝑘 from 𝑃
as the quota of 𝑃 ′, and we assume that the controller wants to enforce 𝑑0 on
issue 𝐼0. It is easy to check that the maximum in-degree for every voter is at
most two, and that the global dependency graph is a star centered on 𝐼0, and
hence with treewidth equal to one.

Suppose that 𝑃 has a vertex cover 𝑆 of size at most 𝑘. We then add in 𝑃 ′ the
unqualified alternatives for the issues that belong to the vertex cover of 𝐺.
By selecting those alternatives, and with 𝑑0 for 𝐼0, and any alternative for the
remaining issues, we claim that all the edge voters are satisfied with respect
to 𝐼0 (since for every edge, at least one of the added alternatives together
with 𝑑0 satisfy the corresponding constraint). Thus, there is only 1 unit of
dissatisfaction from every dummy voter on 𝐼0, with a total score of 𝑚 − 1.
Any solution where 𝑑0 is not the selected choice for 𝐼0 would dissatisfy all the
edge voters, and would have a score of at least 𝑚, hence cannot be optimal.
Thus, in every optimal solution, 𝐼0 is assigned the value of 𝑑0.

For the reverse direction, suppose that there is a set of at most 𝑘 unqualified
alternatives that, when added, ensure that 𝑑0 is selected in every optimal so-
lution. We know that selecting 𝑑0 causes the dummy voters to be dissatisfied,
hence the optimal dissatisfaction score is at least 𝑚 − 1. If 𝑑0 was chosen for
𝐼0, we know that the total dissatisfaction score is 𝑚 (due to the edge voters),
and since this cannot be optimal, we have that the dissatisfaction score in an
optimal solution is exactly𝑚−1. But this means that all the remaining𝑚 vot-
ers, or equivalently all edge voters, have to be satisfied with all issues in the
optimal solution, i.e., satisfied with 𝐼0 as well. Thus, the added alternatives
need to satisfy every edge voter, so if a voter’s dependence of 𝐼0 is based on
issues 𝐼𝑗 and 𝐼ℓ, then either 𝑑𝑗 or 𝑑ℓ has been added (or both), and hence the
set of added alternatives correspond to a vertex cover of size at most 𝑘. □
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Overall, we have shown that CMS is indeed sufficiently robust against malicious
actions, in most of the variants of the control problem considered. The behavior
regarding the addition or deletion of alternatives does exhibit differences with
that of deleting or adding voters. In some cases, such as in adding alternatives,
we get the stronger guarantee of immunity, compared to NP-hardness. On the
other hand, when deleting alternatives, we have vulnerability in more settings
than when deleting voters. Still, we do have computational hardness, when the
domain size is large enough.

3.3 Concluding Discussion and Future Directions

In the current chapter we focused on computational aspects of CMS elections from
the perspective of strategic attempts to control election outcomes. We have con-
cluded that CMS exhibits sufficient robustness against control actions in the con-
sidered settings. There are still several interesting problems for future research:
There is one case of our control questions that has been left open, namely, the
complexity of CAA-1, under a binary domain size and with Δ𝑖 ≤ 1. Even more
interestingly, one can study other strategic moves such as destructive versions
of control or bribery in a CMS election, or consider a study on instances that are
not worst-case. Along the same spirit, CMS was proven to be non-strategyproof
by [BL16], but the complexity of manipulating has not been examined yet.
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Proportional representation of voters’ preferences is an important desideratum
in a wide range of Social Choice settings, including parliamentary elections
[Puk14], approval-based multiwinner voting [LS23], and participatory budget-
ing [PPS21]. In two recent papers, Freeman et al. [FKP21] and Skowron and
Górecki [SG22] studied a public decision model, where a collective decision
needs to be taken on a given set of unrelated binary (yes/no) issues. In real life
scenarios, these kinds of situations are often handled via majority rule: an issue
is implemented if and only if more than 50% of the voters are in favor of it; and
while this might be themost straightforward decision rule, it comes at a disadvan-
tage: It is not proportional. For instance, consider a scenario where three binary
decisions need to be taken, and the electorate is split into two groups. The first
group of voters, which makes up two thirds of the electorate, votes “yes” on ev-
ery issue, while the second group votes “no” on all issues. Majority rule would
set all issues to “yes”, completely ignoring the preferences of one third of the
electorate. One might argue that setting two issues to “yes” and one issue to “no”
would be a more fair solution. Such considerations led Freeman et al. [FKP21]
and Skowron and Górecki [SG22] to adopt several proportionality notions and
proportional voting rules from the setting of approval-based multiwinner voting
to their model.

The model studied by the above-mentioned previous works has two important
limitations. Firstly, the issues under consideration are only allowed to be binary,
which makes it impossible to model scenarios where an issue has more than two
possible alternatives. Secondly, their setting does not allow any dependencies
between the issues, although in some situations it might be the case that the ap-
proval of an issue is dependent on the decision taken for another. The more gen-
eral setting for proportional decision-making that we study here is based on the
conditional approval voting framework introduced by Barrot and Lang [BL16].
As highlighted in Chapter 2, this setting allows for more than two choices per
issue as well as for dependencies between the issues; consequently, it addresses
both limitations discussed above. The following example illustrates the type of
situations that the model can deal with, within the context of public decisions.

Example 4.1 Consider a scenario, where a municipality has decided that the
following projects will be funded: a public park, a pedestrian infrastructure,
and a community center. However, the location of these sites is not fixed yet,
and the voters should decide on whether to build each project at the South-
side, the Centralside, or the Northside district. Obviously, the domain of each
issue here is of size three. Voter 1, a resident of Southside, is voting in fa-
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[BFN+19] Bredereck et al. (2019):
An Experimental View on Commit-
tees Providing Justified Representa-
tion.

vor of building the park in her neighborhood and therefore casts an (uncon-
ditional) approval ballot for this option. The preferences of the other voters
are more complicated: Voter 2 is concerned about the traffic congestion that a
new community center could cause and votes for building a community center
at any location only if a pedestrian infrastructure is built at the same location
as well. Finally, voter 3 doesn’t want any two projects built in the same loca-
tion. Hence her approval for any project depends on the decisions made for
the other two projects.

In this chapter, we focus on the proportionality concept that was introduced by
Skowron and Górecki [SG22], which provides strong guarantees for all groups
of voters of sufficient size. These guarantees are considered as more powerful
than other previously studied ones, which were only able to ensure proportional
representation to groups of voters that have similar preferences. Such “cohesive”
groups are rare to be found in practice in the unconditional setting [BFN+19],
let alone when dependencies between issues exist.

Contribution.

The main challenge left open in [SG22] lies in incorporating in their
model dependencies between issues, which can be seen as a stepping-
stone to the building of a theory of fairness for general public decision
settings. Motivated by this, we first introduce appropriate generaliza-
tions of Proportional Approval Voting (PAV) and the Method of Equal
Shares (MES), which are two prominent rules with provable guarantees
on proportional representation for binary, unrelated issues. We thenmake
progress along two fronts. First, we generalize the known guarantees to
elections over issues with non-binary domains. Secondly, and most im-
portantly, we consider elections with dependencies among issues, where
we identify sufficient restrictions that lead to analogous results. Our work
is the first that provides guarantees of proportionality for elections with
conditional ballots. Moreover, for the conditional version of MES, we
also study computational aspects. Our results demonstrate that the con-
ditional setting poses additional challenges and differs significantly from
the unconditional one, both in terms of proportionality and complexity.
As an example, we show that MES is hard to implement in the general
conditional case, whereas it has been known to be tractable in uncondi-
tional elections. Another highlight of the current chapter is that PAV and
MES achieve proportionality bounds under different assumptions (that
have some degree of complementarity), and thus, one cannot reach yet
an absolute conclusion when compared against each other, under the con-
ditional framework, in contrast to the unconditional setting.
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Related Work.

On a high level, there are three lines of research that are related to the work
presented in current chapter. First, our work is closely related to approval-based
multiwinner voting [LS23]. Starting with the works of Aziz et al. [ABC+17] and
Sánchez-Fernández et al. [SEL+17], a plethora of proportionality notions have
been defined and studied. Originally defined for multiwinner voting, proportion-
ality notions have more recently been extended to more general settings such as
participatory budgeting [BFL+23; PPS21]. Quantitative proportionality notions
have also been studied by Aziz et al. [AEH+18] and Skowron [Sko21].

Secondly, our work is related to multi-issue decision-making and seat-posted
elections. With the exception of the aforementioned papers by Skowron and
Górecki [SG22] and Freeman et al. [FKP21], these have not been studied from a
proportionality perspective. Instead, the literature has focused on issues such as
Anscombe’s and Ostrogorski’s paradoxes [Ans76; FW22a; LL06] or axiomatic
comparisons between preferences and decisions over issues and the entire deci-
sion space [ADL22; DL22].

Third, our work is utilizing a model of conditional approval voting over com-
binatorial domains. This was introduced by Barrot and Lang [BL16], who also
proposed three voting rules for incorporating dependencies between issues and
studied ()mainly) axiomatic properties. Later on, the works by Markakis and
Papasotiropoulos [MP20; MP21b], focused on the algorithmic aspects of the
winner determination problem under the conditional analog of the (Minisum)
approval voting rule (see Chapter 2) and also considered the computational com-
plexity of controlling the election outcome, under the same rule (see Chapter 3).
Apart from approval-based elections, the presence of preferential dependencies
remains a major challenge and several frameworks have been considered, as ex-
tensively discussed by Lang and Xia [LX16] and Chevaleyre et al. [CEL+08].

4.1 Preliminaries

In this section, following a brief discussion on the setting of conditional approval
voting (extensively presented in Section 2.1), we define the proportionality no-
tion we are interested in, and define the two voting rules that will be the focus
of the current chapter.

4.1.1 Conditional Election Setting

In describing conditional approval elections, we closely adhere to the notation
and terminology presented in Section 2.1, with some minor adjustments. The
introduction of a few additional definitions is being discussed below.
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[SG22] Skowron and Górecki (2022):
Proportional Public Decisions.

Recall that a conditional approval voting instance, or simply an instance, is de-
termined by a tuple 𝑃 = (𝐼, 𝑁, 𝐵), where 𝐵 denotes the conditional approval
ballots of the set of voters 𝑁 over the issues of 𝐼 , as described in details in
Section 2.1. Here we define the group of voters as 𝑁 = {𝑣1, 𝑣2, … , 𝑣𝑛} and
we say that each issue 𝐼𝑗, is associated with a domain 𝐷𝑗 = {𝑎1

𝑗 , 𝑎2
𝑗 , … , 𝑎𝑑

𝑗 }
that corresponds to the alternatives for this issue. Without loss of generality,
we assume that |𝐷𝑗| = |𝐷𝑗′ | ≥ 2, ∀𝑗, 𝑗′ ∈ [𝑚] (if not, one can add dummy
alternatives) and we denote the domain size by 𝑑. We use Γ𝑖(𝐼𝑗) to denote the
(possibly empty) set of direct predecessors, i.e., in-neighbors, of issue 𝐼𝑗 in 𝐺𝑖
and Γ∗

𝑖(𝐼𝑗) = Γ𝑖(𝐼𝑗) ∪ {𝐼𝑗}. Therefore, voters cast conditional approval ballots
that are expressed as follows: For an issue 𝐼𝑗 with |Γ𝑖(𝐼𝑗)| = 0, voter 𝑣𝑖 casts
a standard (unconditional) approval ballot, stating explicitly all the alternatives
of 𝐷𝑗 that are approved by her, the number of which varies from 0 to 𝑑. For the
case that |Γ𝑖(𝐼𝑗)| > 0, voter 𝑣𝑖 needs to specify all the combinations of alter-
natives for issues in Γ∗

𝑖(𝐼𝑗) that she approves, i.e., that make her satisfied with
respect to issue 𝐼𝑗. These combinations are expressed in the form {𝑠 ∶ 𝑡}, where
𝑠 ∈ ×𝐼ℓ∈Γ𝑖(𝐼𝑗)𝐷ℓ, and 𝑡 ⊆ 𝐷𝑗. Such a ballot signifies the satisfaction (i.e., ap-
proval) of a voter with respect to issue 𝐼𝑗, when the in-neighbors of 𝐼𝑗 in 𝐺𝑖 are
set to the alternatives specified by 𝑠, and the selection for 𝐼𝑗 belongs to 𝑡. We
note that we do not impose that voters submit a ballot for every issue (they can
abstain if they are not satisfied with any outcome with respect to certain issues).
In the case that all voters have the same dependency graph, we let Δin denote
the maximum in-degree of this graph.

We use Γ(𝐼𝑗) to denote the (possibly empty) set of neighbors of issue 𝐼𝑗 in 𝐺
and Γ∗(𝐼𝑗) = Γ(𝐼𝑗) ∪ {𝐼𝑗}. Moreover, recall that Δ denotes the maximum
degree of any vertex in 𝐺. Note that if Γ(𝐼𝑗) = ∅ for all 𝑗 ∈ [𝑚], then a
conditional approval voting election degenerates to a classic approval election
over 𝑚 issues.

For any 𝐼′ ⊆ 𝐼 , any tuple 𝑤 ∈ ×𝐼𝑗∈𝐼′𝐷𝑗, i.e., that includes an alternative from
𝐷𝑗 for every issue 𝐼𝑗 ∈ 𝐼 ′, is referred to as a suboutcome. If 𝑤 specifies a value
for all issues of an instance 𝑃 = (𝐼, 𝑁, 𝐵), we simply call it an outcome of
𝑃 . A conditional approval voting rule is a function that maps each conditional
approval voting instance 𝑃 to an outcome 𝑤. Given an outcome 𝑤, we let 𝑢𝑖(𝑤)
denote the number of issues with respect to which voter 𝑣𝑖 is satisfied under 𝑤.
If 𝑤 is clear from the context, we simply refer to this as 𝑢𝑖.

4.1.2 Proportionality Criterion

We now define a (parameterized) notion of proportionality that generalizes the
one suggested by Skowron and Górecki [SG22]. The basic rationale behind any
proportionality definition is the intuitive idea that any fraction of voters should
have the ability to influence a corresponding fraction of decisions:
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To avoid trivialities, we assume
that |𝑅𝑖| > 0 for all 𝑣𝑖 ∈ 𝑁 .

A group of voters that makes up a 𝛽-fraction of the electorate
should be able to decide on 𝛽 ⋅ 𝑚 issues.

In particular, such a criterion requires that minority opinions are represented
as well (proportionally to their size). To formalize this notion, an important
parameter is the set of issues that a voter can be possibly satisfied with. Namely,
for a voter 𝑣𝑖 ∈ 𝑁 , we let 𝑅𝑖 denote the set of issues 𝐼𝑗 ∈ 𝐼 , for which 𝑣𝑖 has
submitted at least one conditional approval ballot (or unconditional if Γ𝑖(𝐼𝑗) =),
i.e., there is at least one selection of alternatives forΓ∗

𝑖(𝐼𝑗) that makes 𝑣𝑖 satisfied
with respect to issue 𝐼𝑗. Formally,

𝑅𝑖 = {𝐼𝑗 ∈ 𝐼 ∶ ∃𝑤 ∈ ×𝐼ℓ∈Γ∗
𝑖(𝐼𝑗)𝐷ℓ that satisfies 𝑣𝑖 with respect to 𝐼𝑗}.

By definition, voter 𝑣𝑖 cannot be satisfied with respect to any issue in 𝐼 ∖ 𝑅𝑖,
under any outcome. For a group 𝑉 ⊆ 𝑁 of voters, we let 𝑟𝑉 denote the number
of issues for which all voters of 𝑉 approve at least one alternative, i.e., 𝑟𝑉 =
| ∩𝑖∈𝑉 𝑅𝑖|. The role of 𝑟𝑉 is important in the definition below in which, the
proportionality guarantee of a group of voters takes into account the maximal
number of issues that all members of the group care about.

Definition 4.1 A conditional voting rule is 𝛼-proportional, for some 𝛼 ∈
[0, 1], if for every conditional approval voting instance 𝑃 = (𝐼, 𝑁, 𝐵) with
|𝑁| = 𝑛 and for every 𝑉 ⊆ 𝑁 , there exists a voter 𝑣𝑖 ∈ 𝑉 such that if 𝑤 is
the winning outcome under the considered rule, then

𝑢𝑖(𝑤) > 𝛼𝑟𝑉
|𝑉 |
𝑛 − 1.

The parameter 𝛼 in the definition represents the degree of proportionality that a
voting rule can guarantee. Ideally, we would like to have 𝛼-proportional rules
for 𝛼 = 1, as this would mean that the elected outcome aligns with the views of
the electorate in a proportional manner. However, as we will soon show, such a
rule does not exist and more relaxed values will need to be considered. In the
unconditional case, and with a binary domain for each issue, it was shown in
[SG22] that 𝛼 = 1

2 is achievable. In our more general setting, we will see that
the degree of proportionality cannot be expressed by a constant; rather, it will be
a function of the input instance, dependent on 𝑑 and Δ.

4.1.3 Conditional Voting Rules

We focus on two conditional voting rules that constitute natural generalizations
of their well-studied unconditional versions. We begin by presenting their un-
conditional analogs below for ease of reference.
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[Jan16] Janson (2016): Phragmén’s
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[Thi95] Thiele (1895): Om Fler-
foldsvalg.

[PS20a] Peters and Skowron (2020):
Proportionality and the Limits ofWel-
farism.

PAV and MES in the Unconditional Setting.

Under Proportional Approval Voting (PAV), an outcome 𝑤 in an uncondi-
tional instance 𝑃 = (𝐼, 𝑁, 𝐵) gains a score of ∑𝑢𝑖(𝑤)

𝑘=1
1
𝑘 from every voter 𝑣𝑖

of 𝑁 who is satisfied with 𝑤 with respect to 𝑢𝑖(𝑤) issues. The outcome that
achieves the maximum score is the winning one.

Method of Equal Shares (MES) consists of two phases, and the first oneworks
in rounds. Initially, each voter is given a budget 𝑚, equal to the number of
issues and all issues are being considered as unfixed. Fixing an issue will cost
a price of 𝑛. Given that 𝐵 only contains unconditional ballots, we only allow
a single issue to be fixed at any round. In any round 𝑡 of the first phase we
are considering every unfixed issue 𝐼𝑗 ∈ 𝐼 and for every possible alternative
of issue 𝐼𝑗, namely 𝑤 ∈ 𝐷𝑗, we perform the following: First, we identify the
set of voters 𝑆(𝑤) who have a positive remaining budget and are satisfied
with respect to 𝐼𝑗 under 𝑤; second, we calculate the price 𝑝(𝑤), which is
such that if each voter in 𝑆(𝑤) paid 𝑝(𝑤) or all the money she has left, then
the voters from 𝑆(𝑤) would altogether pay 𝑛. Finally, among the above, we
determine the alternative 𝑤 with a minimal value for 𝑝(𝑤); we reduce the
budget of every voter in 𝑆(𝑤) by 𝑝(𝑤) (or to 0 if their current budget is less
than 𝑝(𝑤)); we set the decision on 𝐼𝑗 to 𝑤, and we continue with the next
round, until no further purchase can be made. It might happen that after this
procedure, there are issues for which the decision has not been set. For these,
in the second phase, we select an alternative arbitrarily.

Conditional Proportional Approval Voting (cPAV)

An outcome 𝑤 of a conditional approval election in an instance 𝑃 = (𝐼, 𝑁, 𝐵)
gains a score of∑𝑢𝑖(𝑤)

𝑘=1
1
𝑘 from every voter 𝑣𝑖 who is satisfiedwith𝑤with respect

to 𝑢𝑖(𝑤) issues. The cPAV score of 𝑤 is ∑𝑣𝑖∈𝑁 ∑𝑢𝑖(𝑤)
𝑘=1

1
𝑘 , or, in words, it is the

sum of the scores that it gains from all the voters of the electorate. The outcome
that achieves the highest cPAV score is the winning one under cPAV. Note that
the only difference between the unconditional definition of PAV [Jan16; Thi95]
and the version we suggest here, comes from the way that a voter’s satisfaction
with respect to an issue is defined. Therefore, the rule works in exactly the same
way regardless of whether we have conditional or unconditional ballots.

Conditional Method of Equal Shares (cMES)

The unconditional version of cMES was introduced by Peters and Skowron
[PS20a] (and was originally being referred to as “Rule X”). In our more gen-
eral setting, the rule consists of two phases, and the first one works in rounds.
Initially, each voter is given a budget 𝑚, equal to the number of issues and all
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1: The calculation of 𝑝(𝑤) for a
given 𝑤 can be done easily, see
e.g. the proof of Theorem 4.7.

2: In some scenarios, this may
even be enforced by the election
organizer, either for uniformity
reasons or when there are obvi-
ous enough dependencies among
issues that apply to all voters.

[SG22] Skowron and Górecki (2022):
Proportional Public Decisions.

issues are being considered as unfixed. Fixing an issue will cost a price of 𝑛. Un-
like in the unconditional version of the rule, we also allow that several issues are
fixed at the same time, in which case the price to be paid is 𝑛 times the number
of issues to be fixed. For any round 𝑡 of the first phase and an issue 𝐼𝑗 ∈ 𝐼 that
has not been fixed yet, denote by Γ𝑢(𝐼𝑗) the set of all issues in ∪𝑣𝑖∈𝑁Γ∗

𝑖(𝐼𝑗) that
remain unfixed until round 𝑡. For every such issue 𝐼𝑗, for every set 𝐼′ ⊆ Γ𝑢(𝐼𝑗),
and for every possible (sub)outcome 𝑤 on the issues of 𝐼′, we perform the fol-
lowing: First, we identify the set of voters 𝑆(𝑤) who have a positive remaining
budget and are satisfied with respect to 𝐼𝑗 under 𝑤; second, we calculate1 the
price 𝑝(𝑤), which is such that if each voter in 𝑆(𝑤) paid 𝑝(𝑤) or all the money
she has left, then the voters from 𝑆(𝑤) would altogether pay 𝑛 ⋅ |𝐼 ′|. Among the
above, we determine the set of issues 𝐼′ and the suboutcome 𝑤 with a minimal
value for 𝑝(𝑤); we reduce the budget of every voter in 𝑆(𝑤) by 𝑝(𝑤) (or to 0
if their current budget is less than 𝑝(𝑤)); we set the decision on the issues of
𝐼′ to 𝑤, and we continue with the next round, until no further purchase can be
made. It might happen that after this procedure, there are issues for which the
decision has not been set. For these, in the second phase, we select an alternative
arbitrarily.

A natural case for elections with conditional ballots, that we pay special attention
to, is when all the voters agree on the dependencies among issues, i.e., when
they have the same dependency graph.2 With a common graph, the execution
of cMES becomes a bit simpler. In particular, for a yet unfixed issue 𝐼𝑗 ∈ 𝐼 ,
we only look at the single subset of the in-neighborhood of 𝐼𝑗, say 𝐼′, that has
not been fixed in the previous rounds. For this set 𝐼′, we check all possible
suboutcomes 𝑤 to identify the voters who can get satisfied with respect to 𝐼𝑗,
and continue in the same manner as in the description of cMES above.

4.2 Conditional Proportional Approval Voting

We begin our study by examining cPAV, the conditional version of Proportional
Approval Voting; a voting rule that exhibits significant proportionality guaran-
tees in the binary and unconditional case [SG22]. The main result of this section
is the identification of a proportionality guarantee under a certain assumption
(Theorem 4.2). Before delving into this, we present an example that establishes
that, as in the unconditional setting, we should not have too high expectations in
terms of the 𝛼-value that is achievable.

Example 4.2 Consider an instance 𝑃 = (𝐼, 𝑁, 𝐵), with 𝑚 issues, such that
𝑚 is a multiple of 𝑑Δ+1 and furthermore, suppose that 𝑚 can be written as
𝑚 = 𝑘(Δ + 1), for an integer 𝑘. Assume also that the issues of 𝐼 can be
partitioned in 𝑘 sets, namely 𝑀1, 𝑀2, … , 𝑀𝑘, of size (Δ + 1) each, so that
issues from 𝑀𝑖 are not dependent on issues from 𝑀𝑗 for any voter, and for
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It remains open to determine
whether such restrictions could
be relaxed or removed.

any 𝑖 ≠ 𝑗. Let there also be 𝑑Δ+1 voters. We fix an 𝑖 ∈ [𝑘] and we focus on a
single set of issues 𝑀𝑖. We will make each issue of 𝑀𝑖 dependent on all the
remaining Δ issues of the group 𝑀𝑖, for all voters. This means that the global
dependency graph is a disjoint union of cliques.

To describe the voters’ preferences, note that there are exactly 𝑑Δ+1 possi-
ble outcomes for the issues of any single clique. We define the preferences
so that for every possible outcome in each clique, there is exactly one voter
who is satisfied with that outcome, with respect to all the Δ + 1 issues. Fur-
thermore this voter is dissatisfied in any other outcome with respect to all
these issues. For instance, say we fix a suboutcome 𝑥 = (𝑥1, … , 𝑥Δ+1)
for a particular clique. Then, we will have exactly one voter whose ballot
is {𝑥−1 ∶ 𝑥1, 𝑥−2 ∶ 𝑥2, … , 𝑥−(Δ+1) ∶ 𝑥(Δ+1)}, where 𝑥−𝑖 denotes the tuple
(𝑥1, … , 𝑥𝑖−1, 𝑥𝑖+1, … 𝑥Δ+1). Thus, observe that if 𝑥 is indeed the final selec-
tion for the clique under consideration, the satisfaction of the corresponding
voter, with respect to these issues, equals exactly Δ + 1. We use the same
construction of preferences for the issues of the remaining cliques.

Proposition 4.1 There does not exist a voting rule that is 1-proportional.

Proof. Consider the instance 𝑃 of Example 4.2, where 𝑟𝑉 = 𝑚, ∀𝑉 ⊆ 𝑁,
pick an arbitrary voting rule and let 𝑤 be its winning outcome in 𝑃 . Since
the voters do not agree on any issue under any outcome, there exists at least
one voter 𝑣𝑖 satisfied with at most 𝑚

𝑛 issues. If 𝑣𝑖 is satisfied with strictly less
than 𝑚

𝑑Δ+1 issues, then consider the set 𝑉 = {𝑣𝑖}. Proportionality requires
that 𝑢𝑖(𝑤) ≥ 𝑚 |𝑉 |

𝑛 = 𝑚
𝑑Δ+1 , which is a contradiction. Hence, it must be that

all voters are satisfied with exactly 𝑚
𝑑Δ+1 issues. If we focus now on 𝑉 = 𝑁 ,

it should hold that 𝑢𝑖(𝑤) > 𝑚 − 1 for all 𝑣𝑖 ∈ 𝑁 , which is not the case. □

In fact, Example 4.2 has further negative implications.

Remark 4.1 Consider a rule that is reasonably fair to the voters, in the sense
that it does not treat any voter in a significantly different manner. Then in
Example 4.2, every voter would have to be satisfied with respect to exactly

𝑚
𝑑Δ+1 issues. But then, looking at 𝑉 = 𝑁 would imply that the rule cannot be
𝛼-proportional, for any 𝛼 > 1

𝑑Δ+1 .

Consequently, the best we could expect is a proportionality guarantee of 𝛼 =
1

𝑑Δ+1 . We have not yet been able to obtain such a general result for all instances.
The analysis of the PAV score in conditional elections is more challenging to
handle because the satisfaction of a voter can change more abruptly when we al-
ter the value of a single issue, due to the effect this may have on other issues. On
the positive side, we can prove a guarantee by restricting voters’ preferences.
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The most instructive, and intu-
itively simplest, yet non-trivial,
case in which the assumption
holds, appears when voters ex-
press preferences only for one
issue per connected component.
As a first example, consider in-
stances with a common depen-
dency graph for all voters, con-
sisting of a collection of in-stars,
where the voters may only be
satisfied with respect to the cen-
tral issue of each star, dependent
on the leaf-issues. Generalizing
this, we can also allow voters hav-
ing different dependency graphs,
as long as, again, there is a cen-
tral issue in each component of
the global dependency graph that
the voters care about, albeit ex-
pressing different dependencies
for it. Furthermore each voter
could specify a different issue
that she cares about in each com-
ponent, justified by the voter’s
specialization, expertise or prior-
itization.

Assumption 4.1 For every voter 𝑣𝑖 ∈ 𝑁 , any two issues in 𝑅𝑖 are either
located in different components or are at a distance of at least 4 from each
other in the global dependency graph.

In other words, the assumption states that if a voter can be satisfied with respect
to some issue, she cannot be satisfied with respect to to any other “nearby” issue
in the global dependency graph. Hence it intends to capture voters who express
preferences for a rather limited number of issues per component.

Theorem4.2 Under Assumption 4.1, cPAV is𝛼-proportional for𝛼 = 1
(1+Δ2)𝑑Δ+1 .

Proof. Consider a conditional election instance (𝐼, 𝑁, 𝐵) in which Assump-
tion 4.1 holds, let 𝐺 be its global dependency graph, and 𝑤 its cPAV winning
outcome. For any fixed issue 𝐼𝑗, our proof will be based on a counting argu-
ment, where we will examine all possible ways of changing the alternatives
chosen for 𝐼𝑗 and its neighbors in 𝑤. Let 𝑠𝑗 be a (sub)outcome that speci-
fies an alternative for every issue in Γ∗(𝐼𝑗). Let 𝛿𝑤(𝑠𝑗), be the difference of
the cPAV score if we change every issue of Γ∗(𝐼𝑗) from its value in 𝑤 to the
value indicated by 𝑠𝑗, minus the cPAV score of𝑤. We denote byF𝑗 the set of
all possible suboutcomes 𝑠𝑗 such that 𝑠𝑗(𝐼′) ≠ 𝑤(𝐼′), for at least one issue
𝐼′ ∈ Γ∗(𝐼𝑗), so that 𝑠𝑗 does impose an outcome different from 𝑤. Given that
|Γ∗(𝐼𝑗)| ≤ Δ + 1, it holds that |F𝑗| ≤ 𝑑Δ+1 − 1.
The main component of the proof is the estimation of the expression

∑
𝐼𝑗∈𝐼

∑
𝑠𝑗∈F𝑗

𝛿𝑤(𝑠𝑗),

denoted by S𝑤 for simplicity. Before we proceed, recall also that if 𝑢𝑖 is the
number of issues that 𝑣𝑖 is satisfied with under 𝑤, the voter contributes to
the cPAV score the quantity 1 + 1

2 + ⋯ + 1
𝑢𝑖
. At what follows we will use

Γ(Γ(𝐼𝑗)) to denote the set of issues that are at distance 2 from 𝐼𝑗 in 𝐺. We
consider now two cases.

First, we consider an issue 𝐼𝑘 with respect to which voter 𝑣𝑖 is satisfied under
𝑤. We will take into account all possible tuples 𝑠𝑗 in the expression S𝑤,
that may affect the satisfaction of 𝑣𝑖 for this issue. These are precisely the
suboutcomes 𝑠𝑘 ∈ F𝑘, the suboutcomes 𝑠ℓ ∈ Fℓ that correspond to any
issue 𝐼ℓ ∈ Γ(𝐼𝑘), and also the suboutcomes 𝑠ℓ ∈ Fℓ for any issue 𝐼ℓ ∈
Γ(Γ(𝐼𝑘)). Let us denote by F ′

𝑘 the set of all these suboutcomes. In worst
case, any change of 𝑤 by the values indicated by some 𝑠 ∈ F ′

𝑘 may cause
voter 𝑣𝑖 to become dissatisfied with respect to issue 𝐼𝑘. Observe also that by
Assumption 4.1, the suboutcomes fromF ′

𝑘 cannot affect any other issues that
voter 𝑣𝑖 is satisfied with under𝑤, in other words, 𝑣𝑖 will remain satisfied with
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all the other 𝑢𝑖−1 issues that she was satisfied with under𝑤. Therefore, when
we change 𝑤 according to a suboutcome 𝑠 ∈ F ′

𝑘, either the voter 𝑣𝑖 does not
contribute anything to S𝑤, or her contribution will be negative, and equal to
−1/𝑢𝑖 due to the definition of cPAV. To bound the number of tuples that can
create this negative contribution, we need to estimate |F ′

𝑘|. To do this, note
that the set Γ∗(𝐼𝑘) ∪ Γ(Γ(𝐼𝑘)) contains exactly 𝐼𝑘 itself, its neighbors, and
its neighbors of neighbors which altogether correspond to at most (1 + Δ +
Δ(Δ − 1)) = 1 + Δ2 issues. Given also that for every such issue 𝐼𝑗, the
number of different tuples 𝑠𝑗 ∈ F𝑗 to consider is 𝑑Δ+1 − 1, it is true that

|F ′
𝑘| ≤ (1 + Δ2)(𝑑Δ+1 − 1).

Thus, the total contribution of voter 𝑣𝑖 is in worst case at least

−(1 + Δ2)(𝑑Δ+1 − 1)
𝑢𝑖

.

Since we know that under 𝑤, there are exactly 𝑢𝑖 issues that 𝑣𝑖 is satisfied
with, we conclude that for every 𝑖 ∈ [𝑛] the contribution of 𝑣𝑖 to S𝑤 is at
most −𝑢𝑖(1+Δ2)(𝑑Δ+1−1)

𝑢𝑖
.

Second, consider the |𝑅𝑖| − 𝑢𝑖 issues that 𝑣𝑖 is dissatisfied under 𝑤, but for
which we know that there exists an assignment of values that satisfy 𝑣𝑖 (by
definition of𝑅𝑖). Fix any such issue, say 𝐼𝑘. We know that inF𝑘 there exists
at least one suboutcome, say 𝑠𝑘, that can make 𝑣𝑖 satisfied with respect to 𝐼𝑘.
By Assumption 4.1, we know that changing 𝑤 according to 𝑠𝑘 cannot affect
the remaining issues that 𝑣𝑖 is satisfied with under 𝑤. Hence, there is at least
one suboutcome, 𝑠𝑘, for which voter 𝑣𝑖 contributes a positive value to S𝑤,
which equals 1

𝑢𝑖+1 . Therefore, for every 𝑖 ∈ [𝑛] the contribution of 𝑣𝑖 to S𝑤
is at least |𝑅𝑖|−𝑢𝑖

𝑢𝑖+1 .

The optimality of 𝑤 implies that 𝛿𝑤(𝑠𝑗) ≤ 0, for every 𝑠𝑗 ∈ F𝑗 and for every
𝑗 ∈ [𝑚]. Furthermore, −(𝑑Δ+1 − 1) ≤ 0 and, taking all the above into
account, the following hold:

0 ≥ ∑
𝐼𝑗∈𝐼

∑
𝑠𝑗∈F𝑗

𝛿𝑤(𝑠𝑗) ≥

∑
𝑣𝑖∈𝑁∶𝑢𝑖>0

−𝑢𝑖(1 + Δ2)(𝑑Δ+1 − 1)
𝑢𝑖

+ ∑
𝑣𝑖∈𝑁

|𝑅𝑖| − 𝑢𝑖
𝑢𝑖 + 1 ≥

∑
𝑣𝑖∈𝑁

(−(1 + Δ2)(𝑑Δ+1 − 1) + |𝑅𝑖| − 𝑢𝑖
𝑢𝑖 + 1 ) =

∑
𝑣𝑖∈𝑁

(|𝑅𝑖| + 1
𝑢𝑖 + 1 − (1 + Δ2)𝑑Δ+1)
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Equivalently,∑𝑣𝑖∈𝑁
|𝑅𝑖|+1
𝑢𝑖+1 ≤ (1+Δ2)𝑑Δ+1𝑛, and if we fix any set 𝑉 ⊆ 𝑁 ,

it holds that ∑𝑣𝑖∈𝑉
|𝑅𝑖|+1
𝑢𝑖+1 ≤ (1+Δ2)𝑑Δ+1𝑛. Using the fact that |𝑅𝑖| ≥ 𝑟𝑉 ,

and by a rearrangement of the terms, we also have that

∑
𝑣𝑖∈𝑉

1
𝑢𝑖 + 1 ≤ (1 + Δ2)𝑑Δ+1𝑛

𝑟𝑉 + 1 . (4.1)

Harmonic and arithmetic mean
inequality:

𝑛
∑𝑖∈[𝑛]

1
𝑥𝑖

≤ 1
𝑛 ∑

𝑖∈[𝑛]
𝑥𝑖

Due to the harmonic and arithmetic mean inequality we get

∑
𝑣𝑖∈𝑉

1
𝑢𝑖 + 1 ≥ |𝑉 |2

∑𝑣𝑖∈𝑉 (𝑢𝑖 + 1) = |𝑉 |2
|𝑉 | + ∑𝑣𝑖∈𝑉 𝑢𝑖

. (4.2)

Combining the relations (4.1) and (4.2) gives (after reordering)

1
|𝑉 | ∑

𝑣𝑖∈𝑉
𝑢𝑖 ≥ |𝑉 |

𝑛
𝑟𝑉 + 1

(1 + Δ2)𝑑Δ+1 − 1 > 1
(1 + Δ2)𝑑Δ+1

|𝑉 |
𝑛 𝑟𝑉 − 1.

Consequently, for every 𝑉 ⊆ 𝑁 , there exists a voter 𝑣𝑖 ∈ 𝑉 , for which
𝑢𝑖(𝑤) > 1

(1+Δ2)𝑑Δ+1
|𝑉 |
𝑛 𝑟𝑉 − 1. □

Despite the negative results indicated by Example 4.2, Theorem 4.2 provides
the first guarantee of proportionality for conditional approval elections. On the
downside, it is well-known that even in the unconditional setting, determining
the winning outcome for PAV is NP-hard.

Implications for the Unconditional Case.

Assumption 4.1 trivially Assumption 4.1: For every voter
𝑣𝑖 ∈ 𝑁 , any two issues in𝑅𝑖 are
either located in different com-
ponents or are at a distance of
at least 4 from each other in the
global dependency graph.

holds if all voters submit unconditional ballots since
then, any two issues belong to different components in the global dependency
graph (which does not have any edges). For this case, Δ = 0 and the 𝛼-value
achieved by Theorem 4.2 is 1

𝑑 . This strictly generalizes the result of Skowron
and Górecki [SG22], that deals only with the case of 𝑑 = 2, and had left as
an open problem the cases with higher values of 𝑑. Theorem 4.2: Under Assump-

tion 4.1, cPAV is 𝛼-proportional
for 𝛼 = 1

(1+Δ2)𝑑Δ+1 .

Example 4.2 still works
for Δ = 0, making the result of Theorem 4.2 tight in the unconditional case,
for any domain size, generalizing once again the analogous result.

4.3 Conditional Method of Equal Shares

The computational intractability of PAV in the unconditional setting motivated
the study of other rules, such as the Method of Equal Shares (MES), that over-
come computational barriers and at the same time have desirable characteristics
from the perspective of proportionality. In this section, we extend this line of
work to conditional elections, by focusing on cMES.
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4.3.1 Computational Complexity

The main result of this part of the dissertation is that Conditional MES is not,
in general, computable in polynomial time, which is a noteworthy characteris-
tic that differentiates it from its unconditional variant. This holds even for bi-
nary domains and rather simple dependency graphs, when either the maximum
in-degree is large (Theorem 4.3) or the dependency graphs of the voters do not
coincide (Theorem 4.5). Despite these negative results, there are well-motivated
restricted families of instances for which we can compute cMES in polynomial
time. In particular, when neither of the aforementioned conditions hold, a win-
ning outcome can be computed efficiently (Theorem 4.7). Finally, for the case
of different dependency graphs, we have also identified a restriction that implies
polynomial-time computability (Theorem 4.8).

Theorem 4.3 The winning outcome under cMES cannot be computed in poly-
nomial time, unless P=NP, even when the voters have common dependencies.

Proof. It is first necessary to discuss in more depth the input representation
of instances, before delving into the details of the proof. Given an instance
𝑃 = (𝐼, 𝑁, 𝐵), so far, we have considered that ballots of a voter 𝑣𝑖 ∈ 𝑁 for
an issue 𝐼𝑗 ∈ 𝐼 are submitted in the form {𝑠 ∶ 𝑡} where 𝑠 is a selection of
alternatives for Γ𝑖(𝐼𝑗) and 𝑡 ⊆ 𝐷𝑗. Hence, the voter can simply provide a list
of all such ballots to indicate all the possible ways that she can be satisfied
with respect to 𝐼𝑗 (essentially a truth table). This is indeed computationally
feasible when the maximum in-degree in a voter’s graph is a constant, since
in that case, a voter can provide a maximum of 𝑑𝑂(1) ballots for any issue.
We consider this to be the default way of describing the preferences when
the maximum in-degree is sufficiently small. In cases where the in-degree is
non-constant, this results in an exponential blow-up, and one needs alterna-
tive ways of describing the election instance. When this is the case, we can
consider that ballots for an issue 𝐼𝑗 are specified in the form { ̃𝑠 ∶ 𝑡}, where
𝑡 ⊆ 𝐷𝑗 and ̃𝑠 is a succinct boolean formula when the domain is binary, or, for
more general domains, a collection of constraints (like in the description of a
constraint satisfaction problem (CSP)). In that case, a voter is satisfied with
respect to 𝐼𝑗 if we choose for Γ𝑖(𝐼𝑗) any combination of values that satisfies ̃𝑠
(which is expected to be satisfiable, otherwise the voter does not really have
any dependence on the in-neighbors of 𝐼𝑗), and 𝐼𝑗 is assigned a value from 𝑡.
To prove the statement we will reduce from the SAT variant in which the in-
put has no duplicate clauses and has no variables that don’t appear in any
clause. Given such a SAT formula 𝜙, on 𝑞 variables, namely 𝑥1, 𝑥2, … , 𝑥𝑞,
and 𝑟 clauses, namely 𝑐1, 𝑐2, … , 𝑐𝑟, we create a conditional election instance
𝑃 = (𝐼, 𝑁, 𝐵) of |𝐼| = 𝑞 + 1 issues and |𝑁| = 𝑟 voters, as follows:



4 Guarantees for Proportional Representation 72

Û For every 𝑗 ∈ [𝑞], i.e. for every variable 𝑥𝑗 of 𝜙, we add an issue 𝐼𝑗 in
𝑃 . Moreover, we add a special issue 𝐼0. Let 𝐷𝑗 = {𝑡𝑗, 𝑓𝑗}, 𝑗 ∈ [𝑞] and
𝐷0 = {pos, neg}.

Û For every 𝑖 ∈ [𝑟], i.e. for every clause 𝑐𝑖 of 𝜙, we add a voter 𝑣𝑖 in 𝑃 ,
who cares only for issue 𝐼0 and votes for {𝑐𝑖 ∧⋀𝑗∶𝑥𝑗∉𝑋(𝑐𝑖)(𝑡𝑗 ∨𝑓𝑗) ∶ pos},
where 𝑋(𝑐𝑖) is the set of variables that appear in the clause 𝑐𝑖.

Before moving on, we note that all voters have the same dependency graph,
which is a star centered at 𝐼0, and the in-degree in every voter’s dependency
graph is 𝑞. Moreover, every ballot is expressible in a succinct way, using a
CNF formula, and hence, the construction is clearly polynomial. Most impor-
tantly, we highlight that if the SAT formula𝜙 is satisfiable, then one can deduce
an assignment for every issue 𝐼𝑗, 𝑗 ∈ [𝑞], which, together with the option pos
for 𝐼0, satisfies all voters with respect to 𝐼0, and vice versa. Equivalently, the
following claim holds.

Claim 4.4 The formula 𝜙 is satisfiable if and only if there exists an outcome
to all issues of 𝐼 that satisfies all voters with respect to issue 𝐼0.

In the remaining part of the proof we will use Claim 4.4 to show that, if we
could efficiently determine the set of voters who should pay for the first pur-
chase in a run of cMES, then we would also decide the satisfiability of 𝜙, and
vice versa. Since cMES is trying to identify in each iteration the minimum
per voter cost among the possible purchases, the relevant decision version is
to determine if the minimum per voter cost, between all possible outcomes
that can be bought during the first round of cMES in 𝑃 , is upper bounded by
some given parameter, which in our case, will be set to 𝑞 + 1.
During the first round of the execution of cMES, every voter is interested in
buying a set of exactly 𝑞 + 1 alternatives, otherwise she cannot be satisfied
with respect to 𝐼0, and furthermore, by construction, she can’t be satisfied
with respect to any other issue. Therefore, during its first iteration, cMES
will search for the set of voters, who are interested in buying an alternative
for all issues of 𝐼 , that minimizes the per voter cost. For identifying such
an outcome 𝑤, we note that 𝑝(𝑤) gets smaller as long as the size of 𝑆(𝑤)
who participate in the payment, gets larger. More precisely, the issues of 𝐼
cost in total 𝑟(𝑞 + 1), and the per voter cost would be 𝑝(𝑤) = 𝑟(𝑞+1)

𝑆(𝑤) , where
|𝑆(𝑤)| ≤ 𝑟. Hence, it is obvious that the per voter cost in the first round of
cMES is at most 𝑞 + 1, if and only if, there exists an outcome 𝑤 such that
𝑆(𝑤) = 𝑟, or in other words that satisfies all voters with respect to 𝐼0. By
Claim 4.4, this occurs if and only if the formula 𝜙 is satisfiable. □

In the proof of Theorem 4.3, we have used in an essential way the fact that the
maximum in-degree of the common dependency graph is non-constant. How-
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[MP21b] Markakis and Papa-
sotiropoulos (2021): Winner
Determination and Strategic Control
in Conditional Approval Voting.

ever, we expect that this represents rather extreme cases, and that in practical
scenarios for conditional voting, it is more important to focus on the case of
bounded in-degree, which has also been the focus of previous works on com-
putational aspects of such elections, see e.g. [MP21b]. Even in this case, the
NP-hardness remains, when the voters have different dependency graphs.

Theorem 4.5 Breaking ties in favor of the largest set of buyers, the winning
outcome under cMES cannot be computed in polynomial time, unless P=NP,
even with a constant maximum in-degree in each voter’s dependency graph.

Proof. To prove the statement, we reduce from 3SAT. 3SAT: Given a set of 𝑟 clauses
on 3 variables each, determine
whether there exists an assign-
ment to the variables that satisfies
all clauses.

Given a 3SAT instance,
Π, on 𝑞 variables, namely 𝑥1, 𝑥2, … , 𝑥𝑞, and 𝑟 clauses, namely 𝑐1, 𝑐2, … , 𝑐𝑟,
we create a conditional election instance 𝑃 = (𝐼, 𝑁, 𝐵) of |𝐼| = 𝑞 + 𝑟 + 1
issues and |𝑁| = 𝑞 + 𝑟 + 1 voters, as follows:

Û We create a binary issue 𝐼0 of domain {𝑧1, 𝑧2} and we add a voter voting
unconditionally for 𝑧1.

Û For every 𝑗 ∈ [𝑞], i.e. for every variable 𝑥𝑗 of Π, we add a binary issue
𝐼𝑗 of domain {𝑡𝑗, 𝑓𝑗}. We refer to these issues as variable-issues. Further-
more, we add a variable-voter for every 𝑗 ∈ [𝑞], who is only voting for
{𝑡𝑗 ∶ 𝑧1, 𝑓𝑗 ∶ 𝑧1} and is dissatisfied with any other issue.

Û For every clause 𝑐𝑗 of Π, 𝑗 ∈ [𝑟], we add a binary issue 𝐼′
𝑗 of domain

{pos𝑗, neg𝑗}. We refer to these as clause-issues. Furthermore, we add a
clause-voter who only cares to be satisfied with respect to 𝐼0, and is voting
for {𝑐𝑗 ∧ pos𝑗 ∶ 𝑧1}, where 𝑐𝑗 contains at most 3 variable-issues.

Observe that the maximum in-degree in every voter’s dependency graph is at
most 4. Furthermore, every voter is only interested in getting satisfied with
respect to a single issue 𝐼0.

Lemma 4.6 The instance Π is a YES-instance if and only if there exists an
outcome that satisfies all voters with respect to 𝐼0.

Proof of Lemma 4.6. For the forward direction, say that Π is a YES-instance
of 3SAT. We will prove that in this case, we can indeed satisfy all the voters.
SinceΠ is a YES-instance, there exists a boolean assignment 𝑥 to the variables,
that satisfies all clauses. Consider now the outcome of𝑃 that sets the variable-
issues to the alternatives indicated by 𝑥, every clause-issue 𝐼′

𝑗 to pos𝑗 and 𝐼0
to 𝑧1. It is easy to verify that all voters of 𝑁 are satisfied with this outcome.

Concerning the reverse direction, suppose that there is a choice for all the
alternatives so that all voters are satisfied, each one with respect to 𝐼0. Then,
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it also holds that the assignment for 𝐼0 is 𝑧1, that for every clause-issue 𝐼′
𝑗

the alternative pos𝑗 has been selected, and that the assignments to variable-
issues satisfy all clauses 𝑐𝑗, or otherwise at least one voter would not have
been satisfied. Consequently, there exists an assignment to every variable
that satisfies all clauses, which means that Π is a YES-instance of 3SAT. ⊠

In the remaining proof we will show that one cannot efficiently determine the
set of voters who should pay for the first purchase in a run of cMES, unless
P=NP. To do this, we establish the following claim: the set of all voters 𝑁 , is
the largest in cardinality set of voters that can jointly buy a set of alternatives
at a minimum per voter cost in the first iteration if and only if the 3SAT formula
is satisfiable.

For the forward direction, suppose that the formula is satisfiable. Then by
Lemma 4.6, there is an outcome that satisfies all voters. This implies that the
voters can buy an outcome of all the 𝑞 + 𝑟 + 1 issues, and the per voter cost
would be 𝑝(𝑤) = 𝑞 + 𝑟 + 1. If this was not the minimum possible per voter
cost in the first iteration of cMES, then there was a different purchase, say
for a suboutcome 𝑤′, with 𝑝(𝑤) < 𝑞 + 𝑟 + 1, due to the tie-breaking rule.
We need to check whether there exists such a set of 𝜅 voters, that are willing
to buy a suboutcome 𝑤′ on 𝜆 issues, where 𝜅 < 𝑞 + 𝑟 + 1, and such that
𝑝(𝑤′) < 𝑞 + 𝑟 + 1. But then, with 𝜆 issues, we have 𝑝(𝑤′) = 𝜆(𝑞+𝑟+1)

𝜅 and
𝜆(𝑞+𝑟+1)

𝜅 < 𝑞 + 𝑟 + 1 if and only if 𝜆 < 𝜅. However, it must be the case
that 𝜆 ≥ 𝜅. To see why, consider an arbitrary set of voters 𝑆 that includes
𝑎 variable-voters, 𝑏 clause-voters and possibly the voter who votes for 𝐼0
unconditionally. In order for such a set of voters to buy a suboutcome, note
that the issue 𝐼0 has to be included, and furthermore, each variable-voter
requires her own variable issue to be included as well. For every clause-
voter, we also have to include the corresponding clause issue, hence in total
the set of issues that will be fixed is at least 𝑎 + 𝑏 + 1. Thus, it is impossible
that 𝜅 voters can decide to buy together a suboutcome on less than 𝜅 issues.

For the reverse direction, suppose that in the first iteration of cMES, the set
selected to Theorem 4.3: The winning out-

come under cMES cannot be
computed in polynomial time, un-
less P=NP, even when the vot-
ers have a common dependency
graph.

Theorem 4.5 Breaking ties in fa-
vor of the largest set of buy-
ers, the winning outcome under
cMES cannot be computed in
polynomial time, unless P=NP,
even with a constant maximum
in-degree in each voter’s depen-
dency graph.

buy alternatives is the set of all voters. Since, the ballot of every
voter contains a distinct issue, this means that the voters have bought an al-
ternative for all the issues in order to be concurrently satisfied with 𝐼0. Then,
by Lemma 4.6, the SAT formula is satisfiable. Hence, we have shown that we
can run efficiently the first iteration of cMES in the instance we constructed,
if and only if we can decide if the SAT formula is satisfiable. □

Moving to positive results, we demonstrate below that for a common dependency
graph and bounded in-degree, cMES can be implemented efficiently. We find
this to be a natural case (which complements the tractability landscape for cMES
with Theorems 4.3 and 4.5), since there are numerous scenarios where the voters
are likely to have the same perception on the dependence structure.
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Theorem 4.7 If all the voters have the same dependency graph, and Δin is
bounded by a constant, then the winning outcome of cMES can be computed
in polynomial time.

Proof. Consider an instance𝑃 = (𝐼, 𝑁, 𝐵) of conditional approval elections
such that the voters of𝑁 have the same dependency graph, called𝐺. LetΔin

be the maximum in-degree in 𝐺 and say that Δin ∈ 𝑂(1). For any issue 𝐼𝑗,
let also, for simplicity, Γ∗(𝐼𝑗) be the set of issues that contains 𝐼𝑗 as well as
the common set of in-neighbors of 𝐼𝑗 for all voters. At any given round 𝑡 of
cMES, and for any unfixed issue 𝐼𝑗 ∈ 𝐼 , we say that Γ𝑢(𝐼𝑗) is the subset of
the yet unfixed issues of Γ∗(𝐼𝑗). We need to check for each such 𝐼𝑗, all the
possible assignments 𝑤 to Γ𝑢(𝐼𝑗) and see if there is a purchase to be made in
the current round.

We describe first how to do this for a particular 𝑤. Initially, we identify the
set 𝑆(𝑤) of voters who are satisfied with respect to 𝐼𝑗, when we fix the issues
of Γ𝑢(𝐼𝑗) as indicated by 𝑤. This can be done by checking all the ballots of
the voters which are polynomially many. We then need to see if these voters
can afford to buy the alternatives of 𝑤. If the total budget of the voters in
𝑆(𝑤) is less than 𝑛⋅ |Γ𝑢(𝐼𝑗)|, then clearly𝑤 cannot be purchased. Otherwise,
𝑤 is affordable, and we identify the price 𝑝(𝑤) such that if each voter 𝑣𝑖 in
𝑆(𝑤) pays 𝑝(𝑤) or her remaining budget (if it is less than 𝑝(𝑤)), then the
total amount of payments equals 𝑛 ⋅ |Γ𝑢(𝐼𝑗)|. Namely, if 𝑏𝑖 is the current
remaining budget of any voter 𝑣𝑖, then we want to identify the price 𝑝(𝑤)
such that

∑
𝑣𝑖∈𝑆(𝑤)

min{𝑏𝑖, 𝑝(𝑤)} = 𝑛 ⋅ |Γ𝑢(𝐼𝑗)|.

In order to determine 𝑝(𝑤), we can just start with setting 𝑝(𝑤) = 𝑛⋅|Γ𝑢(𝐼𝑗)|
|𝑆(𝑤)| .

If this cannot be afforded by every 𝑣𝑖 ∈ 𝑆(𝑤), then we let the voters who
cannot afford it pay their total remaining budget, and we compute the new
average price for the remaining amount and among the remaining voters. We
can continue in the same manner, and this process will terminate with an
appropriate value for 𝑝(𝑤) (because we are in the case where ∑𝑣𝑖∈𝑆(𝑤) 𝑏𝑖 ≥
𝑛 ⋅ |Γ𝑢(𝐼𝑗)|). The process of finding 𝑝(𝑤) takes at most 𝑂(𝑛) steps.
For every issue 𝐼𝑗, there are at most 𝑑Δin+1 suboutcomes to check. This
quantity is 𝑑𝑂(1), since Δin is constant. Therefore, at each round, we have
in total 𝑚 ⋅ 𝑑𝑂(1) possible suboutcomes to check. Out of these, we need to
find the one, called 𝑤, with the minimum price 𝑝(𝑤) (if any of them was
affordable), which can also be executed in polynomial time as previously
described. Then, we fix some issues as determined by 𝑤 and continue to the
next round. □
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We conclude the computational analysis with one more positive result, applica-
ble to the general setting of not necessarily common dependency graphs.

Theorem 4.8 If each connected component of the global dependency graph
has no more than a constant number of vertices, then the winning outcome
under cMES can be computed in polynomial time.

Proof. Say that each connected component of the global dependency graph is
of size at most 𝑐 ∈ 𝑂(1). At a round 𝑡, cMES needs to consider all currently
unfixed issues 𝐼𝑗 and all subsets 𝐼′ ⊆ Γ𝑢(𝐼𝑗), and examine every possible
outcome 𝑤 ∈ ×𝐼𝑘∈𝐼′𝐷𝑘. Obviously for any such 𝐼′, all issues of 𝐼′ belong
to the same component in the global dependency graph. Hence, it holds that
|𝐼′| ≤ 𝑐 and thus one needs to check no more that 𝑑𝑐 possible ways to fix
𝐼𝑗 together with a subset of its neighbors in the global dependency graph.
There are at most𝑂(2𝑐) possible choices for the set 𝐼′ and therefore, in every
round, the identification of theminimum 𝑝(𝑤), for all possible (sub)outcomes
𝑤 ∈ ×𝐼𝑘∈𝐼′𝐷𝑘, requires to check at most 𝑂(𝑚(2𝑑)𝑐) choices. To conclude,
the number of unfixed issues reduces between rounds until either all issues are
fixed or no purchase can bemade, thus, the procedure terminates after at most
𝑂(𝑚2(2𝑑)𝑐) steps, all of which can be executed in polynomial time. □

4.3.2 Proportionality Considerations

We first prove that in the conditional case, there is a family of instances for which
cMES is strictly worse in terms of proportionality than cPAV.

Proposition 4.9 IfΔ ≥ 1, for any 𝜌 ∈ ℝ≥1, cMES is not 1
𝜌 -proportional, even

for instances that satisfy Assumption 4.1.

Proof. We only need to consider the case of 𝜌 > 1, since the case of 𝜌 = 1
can be handled by Proposition 4.1. Furthermore, it is with out loss of general-
ity to assume that 𝜌 ∈ ℕ>1. For this, we create an instance with 𝑛 = 2 voters,
namely 𝑣1, 𝑣2 and 𝑚 = 4𝜌(Δ + 1) issues, each of domain 𝑑. Say that the
issues are partitioned in 4𝜌 sets and we focus on the first such, which say that
includes the issues 𝐼1, 𝐼2, … , 𝐼Δ+1. Also say that the alternatives of issue 𝐼𝑗
are {𝑎1

𝑗 , … , 𝑎𝑑
𝑗 }, for 𝑗 ∈ [Δ + 1]. Concerning the preferences of voter 𝑣1 for

these issues, she only has an unconditional ballot for 𝐼1 that is {𝑎2
1}, i.e., she

only approves the second alternative of this issue. On the other hand, 𝑣2 also
cares only for 𝐼1 but her preference for this is dependent on all the remaining
issues of the set, and more precisely, she is voting for {𝑎1

2𝑎1
3 ⋯ 𝑎1

Δ+1 ∶ 𝑎1
1}.

The voters’ preferences for the issues of the remaining sets are analogous.
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[SG22] Skowron and Górecki (2022):
Proportional Public Decisions.

The assumptions suggested in
Section 4.3.1 had to do with the
commonalities of voters’ depen-
dency graphs as well as with
the maximum in-degree of these
graphs.

The dependency graph of voter 𝑣1 has no edges, the dependency graph of
𝑣2 is a collection of directed stars, the global dependency graph consists of
4𝜌 connected components where each of them is an undirected star of size
(Δ + 1) and the instance satisfies Assumption 4.1. Assumption 4.1: For every voter

𝑣𝑖 ∈ 𝑁 , any two issues in𝑅𝑖 are
either located in different com-
ponents or are at a distance of
at least 4 from each other in the
global dependency graph.

Both voters have an initial budget of 4𝜌(Δ + 1), buying an issue costs 2,
whereas buying a set of (Δ+1) issues of the same component costs 2(Δ+1).
Thus, it is cheaper for voter 𝑣1 to buy any single alternative than for voter 𝑣2
to buy any set of (Δ + 1) alternatives, and there are no other options during
the execution of cMES for buying alternatives, given that the voters cannot
get jointly satisfied for any single issue. Therefore, as long as voter 𝑣1 has
enough money left, she can buy any alternative that she likes. We observe
that 𝑣1 can be satisfied with respect to at most 4𝜌 issues and in order to attain
this, she needs to pay (sequentially) 8𝜌 which is no more than her initial
budget, for Δ ≥ 1. After these purchases, 𝑣1 is not interested in buying any
other alternative and at the same time 𝑣2 can’t be satisfied with respect to any
issue, given the alternatives that are already fixed. This results to an outcome
𝑤 for which 𝑢2(𝑤) = 0. Suppose that cMES is 1

𝜌 -proportional. Then, for
the set 𝑉 = {𝑣2}, it is true that 𝑟𝑉 = 4𝜌 and hence it should hold that
𝑢2(𝑤) > 1

𝜌4𝜌 1
2 − 1, which is a contradiction. □

Therefore, restrictions of a different flavor than Assumption 4.1 are necessary in
order to end up with a bounded proportionality guarantee for cMES. To under-
stand when to expect a good behavior from cMES, it is important to revisit first
the unconditional case, where an assumption was also needed to achieve any
proportionality bound. More precisely, the guarantee for MES by Skowron and
Górecki [SG22] was established under the assumption that there are no abstain-
ers, i.e., every voter approves at least one alternative from every issue, hence
𝑟𝑉 = 𝑚. In the conditional setting, we will use a generalization of this state-
ment, in the following form: no matter how the in-neighbors of an issue are set,
a voter can still be satisfied with at least one alternative of that issue.

Assumption 4.2 For every issue 𝐼𝑗 and for every voter 𝑣𝑖, we assume that for
every combination of values for the issues in Γ𝑖(𝐼𝑗), there is a choice for 𝐼𝑗
that satisfies 𝑣𝑖 with respect to 𝐼𝑗. When Γ𝑖(𝐼𝑗) = ∅, we simply assume that
𝑣𝑖 approves at least one alternative from the domain of 𝐼𝑗.

We note that Assumption 4.2 is incomparable to the assumptions needed for the
polynomial algorithms of Section 4.3.1 and that it implies 𝑟𝑉 = 𝑚, for any set
of voters 𝑉 .

Theorem4.10 Under Assumption 4.2, cMES is𝛼-proportional for𝛼= 1
(Δ+1)𝑑Δ+1 .

When all voters have the same dependency graph, then the same bound holds
with Δ replaced by Δin, the maximum in-degree over all issues.
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Proof. For clarity in presentation, we will prove the statement for the case of
a common dependency graph for all voters; the general case can be proven
in a straightforward fashion.

Towards a contradiction, suppose that cMES is not 1
(Δin+1)𝑑Δin+1 -proportional.

Hence, there exists a conditional approval election instance 𝑃 = (𝐼, 𝑁, 𝐵),
with a winning outcome under cMES, say 𝑤, that violates the desired propor-
tionality guarantee. Let 𝑉 ⊆ 𝑁 be a set of voters such that for every voter
𝑣𝑖 ∈ 𝑉 it holds that

𝑢𝑖(𝑤) ≤ 1
(Δin + 1)𝑑Δin+1 𝑚|𝑉 |

𝑛 − 1.

We introduce the following notation: for any set 𝑁 ′ ⊆ 𝑁 we say that 𝑏(𝑁 ′)
is the total remaining budget of the voters in 𝑁 ′ at the end of the first phase
of cMES, and 𝑏𝑡(𝑁 ′) is the total remaining budget of the voters in 𝑁 ′ at
the beginning of round 𝑡 of the first phase. Furthermore, henceforth, we will
refer to the, undirected, common dependency graph of the voters of 𝑃 , as 𝐺.

Claim 4.11 Consider a (sub)outcome 𝑤′ that was purchased during some
round of the first phase of cMES. Then, if 𝑉 ∩ 𝑆(𝑤′) ≠ ∅, it holds that
𝑝(𝑤′) ≤ (Δin+1)𝑑Δin+1𝑛

|𝑉 | .

We suppose that Claim 4.11 holds and we postpone its proof for later. There-
fore, every 𝑣𝑖 ∈ 𝑉 paid at most (Δin+1)𝑑Δin+1𝑛

|𝑉 | for any of her purchases and
we know that if 𝑣𝑖 paid for purchasing a (sub)outcome 𝑤′ on issues 𝐼′ ⊆ 𝐼 ,
she is satisfied with respect to at least one issue of 𝐼′. Hence, voter 𝑣𝑖 had
paid in total no more than

𝑢𝑖 ⋅ 𝑚𝑎𝑥{𝑝(𝑤′) ∶ 𝑢𝑖 ∈ 𝑆(𝑤′)} ≤ 𝑚 − (Δin + 1)𝑑Δin+1𝑛
|𝑉 | .

Since the initial budget of every voter is 𝑚, for every voter 𝑣𝑖 ∈ 𝑉 it holds
that

𝑏(𝑣𝑖) ≥ (Δin + 1)𝑑Δin+1𝑛
|𝑉 | . (4.3)

Therefore, for the voters of 𝑉 , we have that 𝑏(𝑣𝑖) > 0, and hence, we know
that during the second phase of cMES, at least one issue was set at random.
Otherwise it would have to hold that the budget of every voter of 𝑁 is down
to zero.

We focus on such an unfixed issue 𝐼𝑗, at the end of the first phase. Let us
denote by Γ𝑢(𝐼𝑗) the set consisting of 𝐼𝑗 and of all its currently unfixed in-
neighbors in 𝐺 (possibly zero). By Assumption 4.2, we know that there is a
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fraction of at least 1
𝑑|Γ𝑢(𝐼𝑗)| of the voters of 𝑉 that agree on a common outcome

that satisfies them with respect to 𝐼𝑗. Clearly we have that

|Γ𝑢(𝐼𝑗)| ≤ Δin + 1.

Hence we have a set 𝑉 ′ ⊆ 𝑉 , which is at least a 1
𝑑Δin+1 fraction of 𝑉 who

agree on how to fix the set Γ𝑢(𝐼𝑗) so as to be satisfied with respect to 𝐼𝑗.

From Equation (4.3) we get that the currently available budget of 𝑉 ′ satisfies

𝑏(𝑉 ′) ≥ (Δin + 1)𝑑Δin+1𝑛
𝑑Δin+1 = (Δin + 1)𝑛,

which is enough to buy an outcome for the issues of Γ𝑢(𝐼𝑗). But this means
that cMES should not have terminated its first phase, reaching a contradiction.
To complete the proof, it only remains to prove Claim 4.11.

Proof of Claim 4.11. Towards a contradiction, suppose that at some round 𝑡
of the first phase, a voter 𝑣𝑖 of 𝑉 participated in a purchase of a (sub)outcome
𝑤′ that concerns a set of issues 𝐼′ ⊆ 𝐼 , such that

𝑝(𝑤′) > (Δin + 1)𝑑Δin+1𝑛
|𝑉 | .

If there have been multiple such purchases, we focus at the very first one.
Hence, before round 𝑡, all voters of 𝑉 were paying at most (Δin+1)𝑑Δin+1𝑛

|𝑉 | for
each of their purchases. Their satisfaction before round 𝑡 is at most equal to
their final satisfaction and therefore, in analogy to Equation (4.3),

𝑏𝑡(𝑣𝑖) ≥ (Δin + 1)𝑑Δin+1𝑛
|𝑉 | , ∀𝑣𝑖 ∈ 𝑉 .

We come back now to round 𝑡, where a (sub)outcome concerning 𝐼′ was
purchased. Due to the definition of cMES, there exists at least one issue 𝐼𝑗,
and a setΓ𝑢(𝐼𝑗), formed by 𝐼𝑗 and its in-neighbors in𝐺 that were still unfixed
at round 𝑡, such that Γ𝑢(𝐼𝑗) ⊆ 𝐼 ′. By Assumption 4.2 and by the pigeonhole
principle, there exists a fraction of 1

𝑑|Γ𝑢(𝐼𝑗)| voters from 𝑉 , called 𝑉 ″, who
agree on a common outcome, say 𝑤″, for the issues in Γ𝑢(𝐼𝑗). Given that
𝑏𝑡(𝑣𝑖) ≥ (Δin+1)𝑑Δin+1𝑛

|𝑉 | for every 𝑣𝑖 ∈ 𝑉 , it also holds that

𝑏𝑡(𝑉 ″) ≥ (Δin + 1)𝑑Δin+1−|Γ𝑢(𝐼𝑗)|𝑛,

which is greater or equal to |Γ𝑢(𝐼𝑗)|𝑛, since Δin + 1 ≥ |Γ𝑢(𝐼𝑗)|. Therefore,
the voters from 𝑉 ″ can buy the issues of Γ𝑢(𝐼𝑗) by satisfying

𝑝(𝑤″) ≤ (Δin + 1)𝑑Δin+1𝑛
|𝑉 | .
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Assumption 4.2 For every issue
𝐼𝑗 and for every voter 𝑣𝑖, we as-
sume that for every combination
of values for the issues inΓ𝑖(𝐼𝑗),
there is a choice for 𝐼𝑗 that satis-
fies 𝑣𝑖 with respect to 𝐼𝑗. When
Γ𝑖(𝐼𝑗) = ∅, we simply assume
that 𝑣𝑖 approves at least one al-
ternative from the domain of 𝐼𝑗.

3: The reason is that the issues
in 𝑍(𝐼𝑗) cannot be fixed before
the round where 𝐼𝑗 gets fixed, as
they depend on it. Hence, in the
proof of Theorem 4.10, we only
need to impose the condition of
Assumption 4.2 for the issues in
Γin(𝐼𝑗) ∖ 𝑍(𝐼𝑗) (the ones that
might have been fixed before the
round where 𝐼𝑗 is bought).

Thus, cMES should have fixed Γ𝑢(𝐼𝑗) instead of 𝐼′ by charging each voter
that is willing to pay for𝑤″ no more than 𝑝(𝑤″), which contradicts our initial
assumption that at round 𝑡 cMES made some voter from 𝑉 pay more than
(Δin+1)𝑑Δin+1𝑛

|𝑉 | . ⊠

This completes the proof of Theorem 4.10. □

For the case of a common dependency graph for all voters, we show that we can
also go a small step further by slightly relaxing Assumption 4.2, in a way that
Theorem 4.10 still holds and at the same time no significant improvements on
the proportionality bound would be possible. Before that, we give the following
notation: consider an instance 𝑃 = (𝐼, 𝑉 , 𝐵), the voters of which have the
same dependency graph. Then for every issue 𝐼𝑗 ∈ 𝐼 , let Γin(𝐼𝑗) be the set
of in-neighbors of issue 𝐼𝑗 in the dependency graph and let 𝑍(𝐼𝑗) = {𝐼𝑘 ∈
𝐼 such that 𝐼𝑘 ∈ Γin(𝐼𝑗) ∧ 𝐼𝑗 ∈ Γin(𝐼𝑘)}.

Assumption 4.3 For every issue 𝐼𝑗 and for every voter 𝑣𝑖, we assume that
for every combination of values for the issues in Γin(𝐼𝑗) ∖ 𝑍(𝐼𝑗), there is a
choice of values for the issues in 𝑍(𝐼𝑗) ∪ {𝐼𝑗} that satisfies 𝑣𝑖 with respect to
𝐼𝑗. When Γin(𝐼𝑗) = ∅, we simply assume that 𝑣𝑖 approves at least one value
from the domain of 𝐼𝑗.

It is easy to verify3 that, for the case of a common dependency graph, Theo-
rem 4.10 still works under this weaker assumption. Furthermore, we exhibit be-
low that under Assumption 4.3, a proportionality guarantee that is significantly
better than the result of Theorem 4.10 is impossible.

Proposition 4.12 For Δin ≥ 1 and 𝑑 ≥ 2, cMES is not 1
𝑑Δin+1 -proportional,

even for instances that satisfy Assumption 4.3 and even if all voters have the
same dependency graph.

Proof. Towards a contradiction we create the instance 𝑃 = (𝐼, 𝑁, 𝐵), with
𝑑 = 2 and Δin = 1. Say that |𝐼| = 6 and |𝑁| = 4 and that the domain of
issue 𝐼𝑗 ∈ 𝐼 is {𝑥𝑗, 𝑦𝑗}, for 𝑗 ∈ {1, 2, … , 6}. Also say that 𝑏𝑖 is the ballot of
voter 𝑣𝑖 ∈ 𝑁 and let the ballots be as follows:

𝑏1 = {𝑥1 ∶ 𝑥2, 𝑥2 ∶ 𝑥1, 𝑥3 ∶ 𝑥4, 𝑥4 ∶ 𝑥3, 𝑥5 ∶ 𝑥6, 𝑥6 ∶ 𝑥5}
𝑏2 = {𝑥1 ∶ 𝑦2, 𝑦2 ∶ 𝑥1, 𝑥3 ∶ 𝑦4, 𝑦4 ∶ 𝑥3, 𝑥5 ∶ 𝑦6, 𝑦6 ∶ 𝑥5}
𝑏3 = {𝑦1 ∶ 𝑥2, 𝑥2 ∶ 𝑦1, 𝑦3 ∶ 𝑥4, 𝑥4 ∶ 𝑦3, 𝑦5 ∶ 𝑥6, 𝑥6 ∶ 𝑦5}
𝑏4 = {𝑦1 ∶ 𝑦2, 𝑦2 ∶ 𝑦1, 𝑦3 ∶ 𝑦4, 𝑦4 ∶ 𝑦3, 𝑦5 ∶ 𝑦6, 𝑦6 ∶ 𝑦5}

The dependency graphs of the voters coincide, the global dependency graph
of the instance consists of 3 independent edges and for any 𝐼𝑗 ∈ 𝐼 there are
no issues in Γin(𝐼𝑗) ∖ 𝑍(𝐼𝑗); hence Assumption 4.3 holds.
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All voters initially have a budget of |𝐼| = 6, but buying a pair of issues costs
2|𝑁| = 8. At the same time, they are not interested in buying a single issue.
Most importantly, no two voters agree on purchasing together a common out-
come for any pair of issues. Therefore, during the first phase of cMES, no
issue will be fixed, and the mechanism will just select an outcome at random
during the second phase. Without loss of generality, say that the outcome
(𝑥1, 𝑥2, … , 𝑥6) is selected. Then all voters other than the first one have a
satisfaction score of 0. If cMES was 1

𝑑Δin+1 -proportional, then for the group
𝑉 that consists of all voters except the first one, there should exist a voter of
satisfaction strictly greater than 1

22 63
4 − 1 = 0.125, a contradiction. □

Implications for the Unconditional Case.

In the unconditional case, cMES coincides with MES and is computable in
polynomial time. Theorem 4.10: Under Assump-

tion 4.2, cMES is 𝛼-proportional
for 𝛼 = 1

(Δ+1)𝑑Δ+1 .

A corollary of Theorem 4.10 that concerns the uncondi-
tional case (Δ = 0) is the generalization of the proportionality guarantee for
MES from the case of binary decisions to any domain size 𝑑 (which was left
as an open question by Skowron and Górecki [SG22]), while meeting the
lower bound of 1

𝑑 from Example 4.2.

4.4 Concluding Discussion and Future Directions

We studied generalizations of two well-known voting rules with proportionality
guarantees, PAV and MES, to the setting of conditional approval elections, in
which voters’ exhibit preferential dependencies between the issues under con-
sideration. Our main results establish that both cPAV and cMES can achieve
proportionality bounds, under different assumptions. Conditional Proportional
Approval Voting seems to favor situations where the satisfaction score of a voter
is somewhat restricted, whereas ConditionalMethod of Equal Shares has a better
behavior when voters are “easier” to please for every issue.

There are several questions for potential future work. We first note that we do
not have yet a complete picture about the tightness of our bounds. Also it has
been challenging to understand whether the assumptions used can be relaxed,
and to what extent. The assumption on cMES seems to be quite critical even in
its unconditional variant; as for cPAV, we are optimistic that relaxations might
be possible, given also the fact that under unconditional ballots, cPAV works
well without any assumptions. One can also study the behavior of other rules
under the conditional setting, or think of further ways to generalize cMES, based
on how a purchase is made and who participates in each purchase. In general,
we believe that proportional representation in combinatorial domains is a fasci-
nating area, worth further exploration.
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Liquid Democracy (LD) is a voting paradigm that has emerged as a flexible
model for enhancing engagement in decision-making. Themain idea in LDmod-
els is that a voter can choose either to vote herself or to delegate to another voter
that she trusts to be more knowledgeable or reliable on the topic under consider-
ation. A delegation under LD, is a transitive action, meaning that the voter not
only transfers her own vote but also the voting power that has been delegated to
her by others. Experimentations and real deployments have already taken place
using platforms that support decision-making under Liquid Democracy. One of
the first such systems that was put to real use was Župa, intended for a student
union for the University of Novo Mesto in Slovenia. Another example is Liq-
uidFeedback that was used by the German Pirate party (among others). Other
political parties (such as the Flux Party in Australia) or regional organisations
have also attempted to use or experiment with LD, leading to a growing prac-
tical appeal. Even further examples include the experiment run by Google via
Google Votes, as well as Civicracy and, the more recently developed, Sovereign.
We refer to [Pau20] for an informative survey on these systems.

The interest generated by these attempts, has also led to theoretical studies on
relevant voting models and has enriched the research agenda of the community.
The goals of these works have been to provide more rigorous foundations and
highlight the advantages and the negative aspects of LD models. Starting with
the positive side, LD definitely has the potential to incentivize civic participa-
tion, both for expert voters on a certain topic, but also for users who feel less
confident and can delegate to some other trusted voter. At the same time, it also
forms a flexible means of participation, since there are no restrictions for physi-
cal presence, and usually there is also an option of instant recall of a delegation,
whenever a voter no longer feels well represented.

Coming to the critique that has been made on Liquid Democracy, an issue that
can become worrying is the formation of large delegation paths. Such paths tend
to be undesirable since a voter who gets to cast a ballot may have a rather dif-
ferent opinion with the first voters of the path, who are being represented by her
[Gre15]. Secondly, LD faces the risk of having users accumulating excessive
voting power, if no control action is taken [BZ16]. Furthermore, another unde-
sirable phenomenon is the creation of delegation cycles, which could result to
a waste of participation for the involved voters. Despite the criticism, Liquid
Democracy is still a young and promising field for promoting novel methods
of participation and decision-making, generating an increasing interest in the
community towards tackling some of the existing criticism but also identifying
additional inherent problems.
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Contribution.

In the current chapter, we focus on a model where voters can have
approval-based preferences on the available actions. Each voter can
have a set of approved delegations, and may also approve voting
herself or even abstaining. Our main goal is the study of centralized
algorithms for optimizing the overall satisfaction of the voters. For this
objective, under our model, it turns out that it suffices to focus only on
delegations to actual voters (i.e., delegation paths of unit length). Even
with this simpler solution space, the problems we study turn out to be
computationally hard.

In Section 5.2, we start with the natural problem of minimizing the
number of dissatisfied voters, where we establish a connection with
classic combinatorial optimization problems, such as SET COVER and
DOMINATING SET. We present approximation preserving reductions which
allow us to obtain almost tight approximability and hardness results. The
main conclusion from these is that one can have a small constant factor
approximation when each voter approves a small number of possible
representatives. A constant factor approximation can also be obtained
for the variant of maximizing the number of satisfied voters, through
a different approach of modeling this as a constraint satisfaction problem.

Moving on, in Section 5.3, we consider the design of exact algorithms
for the same problems. Our major highlight is the use of a logic-based
technique, where it suffices to express properties by formulas inMonadic
Second Order logic. In a nutshell, this approach yields an FPT algorithm,
whenever the treewidth of an appropriate graph-theoretic representation
of our problem is constant. Under the same restriction, polynomial time
algorithms also exist when adding certain secondary objectives on top of
minimizing (resp. maximizing) dissatisfaction (resp. satisfaction). To
our knowledge, this framework has not received much attention in the
Social Choice community and we expect that it could have further appli-
cability for related problems.

Related Work.

To position the work presented in current chapter with respect to existing liter-
ature, we note that the works most related to ours are [GKM+21] and [EGP19].
In terms of the model, we are mostly based on [GKM+21], which studies cen-
tralized algorithms and where voters specify possible delegations in an approval
format. Coming to the differences, their model does not allow abstainers (which
we do), but more importantly, [GKM+21] studies a different objective and no
notion of satisfaction needs to be introduced (in Section 5.3 we also examine a re-
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lated question). Our main optimization criteria are inspired mostly by [EGP19],
which among others, tries to quantify voters’ dissatisfaction. Our differences
with [EGP19] is that they have voters with rank-based preferences and their op-
timization is with respect to equilibrium profiles and not over all possible del-
egations (in Section 5.4, we also provide a game-theoretic direction with some
initial findings). These works, like ours, are agnostic to the final election out-
come (preferences are with respect to delegations and not on actual votes).

More generally, the LD-related literature within Computational Social Choice
concerns (i) comparisons with direct democracy models, (ii) game-theoretic sta-
bility of delegations, (iii) axiomatic approaches. Concerning the first topic, lo-
cal delegation mechanisms, under which every voter independently is making a
choice, have been explored in [CM19; KMP21]. For the second direction, one
can view an LD framework as a game in which the voters can make a choice ac-
cording to some given preference profile. Such games have been considered in
[EGP19] and [EGP20]. At the same time, game-theoretic aspects have also been
studied in [BGL19] and, for the case of weighted delegations, in [ZG21]. Con-
cerning the third direction, a range of delegation schemes have been proposed
to avoid delegation cycles [KKM+20], accumulation of high power [GKM+21]
and existence of inconsistent outcomes [CG17]. Further paradigms related to
LD have also been considered, e.g. in [AM19; BBC+11; CGN21].

5.1 Election Framework and Definitions

5.1.1 Approval Single-Step Liquid Model

We denote by 𝑉 = {1, … , 𝑛} the set of agents who participate in the election
process and we will refer to all members of 𝑉 as voters (even though some of
them may eventually not vote themselves). In the suggested model, which we
refer to as Approval Single-Step Liquid model (ASSL), each voter 𝑖 ∈ 𝑉 needs
to express her preferences, in an approval-based format, on the options of

(i) casting a ballot herself,
(ii) abstaining from the election,
(iii) delegating her vote to voter 𝑗 ∈ 𝑉 ∖{𝑖}.
Namely, a voter may approve any combination of

Û casting a ballot herself. We let 𝐶 denote the set of all such voters.

Û abstaining from the voting procedure (e.g., because she feels not well-informed
on the topic). We let 𝐴 denote the set of all such voters.

Û delegating her vote to some other voter she trusts. For every 𝑣 ∈ 𝑉 , we
denote by 𝑁(𝑣) the set of approved delegatees of 𝑣.
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Note that we place no restriction on whether a voter accepts one or more of
the above options (or even none of them). Hence, in a given instance it may
be true that 𝐶 ∩ 𝐴 ≠ ∅ or that 𝐶 ∪ 𝐴 = ∅ or that 𝑣 ∈ 𝐶 and at the same
time 𝑁(𝑣) ≠ ∅, etc. It is often natural and convenient to think of a graph-
theoretic representation of the approved delegations. Hence, for every instance,
we associate a directed graph 𝐺 = (𝑉 , 𝐸), such that 𝑁(𝑣) is the set of out-
neighbors of 𝑣, i.e., 𝑑𝑒𝑔+(𝑣) = |𝑁(𝑣)|, where 𝑑𝑒𝑔+(𝑣) is the out-degree of 𝑣.
This will be particularly useful in Section 5.3.

Let a delegation function 𝑑 ∶ 𝑉 → 𝑉 ∪ {⊥} express the final decision for each
voter. We say that 𝑑(𝑣) = 𝑣, if voter 𝑣 votes, 𝑑(𝑣) = ⊥ if she abstains, and
𝑑(𝑣) = 𝑢 ∈ 𝑁(𝑣), if she delegates to voter 𝑢. Given a delegation function
𝑑(⋅), we refer to a voter who casts a ballot as a guru. The guru of a voter 𝑣 ∈ 𝑉 ,
denoted by 𝑔𝑢(𝑣), can be found by following the successive delegations, as given
by a delegation function 𝑑(⋅), starting from 𝑣 until reaching a guru (if possible).
Formally, 𝑔𝑢(𝑣) = 𝑢 if there exists a sequence of voters 𝑢1, … , 𝑢ℓ such that
𝑑(𝑢𝑘) = 𝑢𝑘+1 for every 𝑘 ∈ {1, 2, … , ℓ − 1}, 𝑢1 = 𝑣, 𝑢ℓ = 𝑢 and 𝑑(𝑢) = 𝑢.
Obviously, 𝑔𝑢(𝑣) = 𝑣 if 𝑣 votes. In case the delegation path starting from 𝑣
ends up in a voter 𝑢 for which 𝑑(𝑢) = ⊥ then we say that 𝑣 does not have a guru
and we set 𝑔𝑢(𝑣) = ∞. Additionally, we do the same for the case where the
successive delegations starting from some voter 𝑣 form or end up in a cycle.

We say that a voter 𝑣 is satisfied with the delegation function 𝑑(⋅) if 𝑣 approves
the outcome regarding her participation or her representation by another guru-
voter. This means that either 𝑑(𝑣) = 𝑣 and 𝑣 ∈ 𝐶 or that 𝑑(𝑣) = ⊥ and 𝑣 ∈ 𝐴
or that 𝑑(𝑣) = 𝑢, with 𝑢 ≠ 𝑣, 𝑢 ≠ ⊥ and 𝑔𝑢(𝑢) ∈ 𝑁(𝑣). In all other cases,
the voter is dissatisfied. Our work mainly deals with the problem of finding
centralized mechanisms for the following computational problems:

MINIMUM SOCIAL COST (MIN-SC)/MAXIMUM SOCIAL GOOD (MAX-SG)
Given: An instance of ASSL, i.e., the approval preferences of 𝑛 voters

regarding their intention to vote, abstain and delegate.
Output: A delegation function that minimizes the number of dissatis-

fied voters/maximizes the number of satisfied voters.

5.1.2 Warm-up Observations

We start with some observations that will help us tackle the algorithmic prob-
lems under consideration. Given an instance of ASSL, let𝐺 be the corresponding
graph with the approved delegations, as described in the previous subsection. A
delegation function 𝑑(⋅), induces a subgraph of 𝐺 that we denote by 𝐺(𝑑), so
that (𝑢, 𝑣) is an edge in 𝐺(𝑑) if and only if 𝑑(𝑢) = 𝑣. Clearly, the out-degree of
every vertex in 𝐺(𝑑) is at most one and thus it can contain isolated vertices, di-
rected trees oriented towards the gurus, but in general it can also contain cycles,
the presence of which can only deteriorate the solution. The next proposition
shows that we can significantly reduce our solution space.
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Proposition 5.1 Consider Proposition 5.1 is the one that jus-
tifies the name Approval Single-
Step Liquid (ASSL) of the sug-
gested model.

a solution given by a delegation function 𝑑(⋅). There
always exists a solution 𝑑′(⋅) which is at least as good (i.e., the number of sat-
isfied voters is at least as high) as 𝑑(⋅), so that𝐺(𝑑′) is a collection of disjoint
directed (towards the central vertex) stars, and voters that abstain form iso-
lated vertices.

Proof. First of all say that 𝐺(𝑑) has a directed cycle. Consider the voters
who are part of that cycle and delete all the edges of the cycle by having the
corresponding voters to either vote or abstain (choose arbitrarily). All the
voters in the cycle were dissatisfied before, since 𝑔𝑢(𝑣) = ∞ for each such
𝑣. After destroying the cycle, some of them may become satisfied. Also,
anyone who was delegating to these voters was dissatisfied before, and now
she either remains this way or becomes satisfied, so the new solution is no
worse than the initial one.

Suppose now that𝐺(𝑑) is not a collection of directed stars. Since there are no
directed cycles, consider the longest path of delegations in𝐺(𝑑) (with length
at least 2). Let 𝑣 be a source vertex of the path (one with in-degree 0), and
let 𝑢 be a sink vertex (with out-degree 0). There are 2 cases to consider.

Case 1: 𝑣 is satisfied. This can happen if 𝑑(𝑢) = 𝑢 and 𝑢 ∈ 𝑁(𝑣). But
by the assumptions of ASSL, this directly means that (𝑣, 𝑢) ∈ 𝐸, and we
can replace the edge starting from 𝑣 in 𝐺(𝑑) with the edge (𝑣, 𝑢).

Remark 5.1 With Proposi-
tion 5.1 in mind, one may
discern similarities with
proxy voting models (see
e.g. [AFV+21] or Chapter 7),
under which every voter is
being represented by her
delegator, since no transitivity
of votes is taken into account.
Nevertheless, we still like
to think of our model as a
Liquid Democracy variant,
because it is precisely the
objectives that we study
together with the centralized
approach that enforce Propo-
sition 5.1. When discussing
decentralized scenarios or
game-theoretic questions (as
we do in Section 5.4), longer
delegation paths may also
appear.

Voter
𝑣 is still satisfied, and since 𝑣 has in-degree 0 in 𝐺(𝑑), no other voter is
affected by this change. Hence, we have a solution with the same number
of satisfied voters.

Case 2: 𝑣 is dissatisfied. This can happen either if 𝑑(𝑢) = 𝑢 and 𝑣 does not
accept 𝑢 as her guru of if 𝑑(𝑢) = ⊥. Then we can simply delete the edge
starting from 𝑣 and have 𝑣 either vote herself or abstain (we can choose
arbitrarily). The satisfaction of other voters is not affected, whereas 𝑣may
now be satisfied so the change we made does not worsen the solution.

Thus, in all cases, we have produced a new solution with at least the same
number of satisfactions, and where the length of the delegation path we con-
sidered has been reduced. By repeating this argument, we can reach a solu-
tion where 𝐺(𝑑′) is simply a collection of directed stars, and especially for
vertices who abstain, we can enforce that they will be isolated vertices. □

The next proposition shows that for certain voters, we can a priori determine
their action, when looking for an optimal solution and that we can be sure about
the action of any voter who is dissatisfied under a given delegation function.
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We find the case Δ ∈ 𝑂(1) to
be a realistic one, as it is rather
expected that voters cannot eas-
ily trust a big subset of the elec-
torate.

Proposition 5.2 Consider a solution given by a delegation function 𝑑(⋅). There
always exists a solution which is at least as good (i.e., the number of satisfied
voters is at least as high) as 𝑑(⋅), in which (i) every voter in 𝐶 casts a ballot
and (ii) if any voter is dissatisfied, it is because she is casting a ballot without
approving it.

Proof. For the first part let 𝑣 ∈ 𝐶 and suppose that 𝑑(𝑣) ≠ 𝑣. There are 2
cases to consider.

Case 1: 𝑑(𝑣) = ⊥. By Proposition 5.1, 𝑣 is an isolated vertex in 𝐺(𝑑), so
no other voter is affected by any change of his vote. Then, in case she is
dissatisfied, we can improve the solution by having him cast a vote. If she
is satisfied (𝑣 ∈ 𝐴 ∩ 𝐶), we can still maintain his satisfaction by having
him vote.

Case 2: 𝑑(𝑣) = 𝑢 for some 𝑢 ≠ 𝑣. If 𝑣 is satisfied, she will remain satisfied
by asking him to cast a vote. If she is dissatisfied, then we can make him
satisfied and improve the solution. By Proposition 5.1, the in-degree of 𝑣
is 0 in 𝐺(𝑑), therefore no other voter is affected by this change.

Thus, in both cases, we have produced a new solution with at least the same
number of satisfactions as before.

Similarly, for the second part, if a voter 𝑣 abstained or delegated to another
voter and became dissatisfied, we could ask her to vote and this may only
improve the solution since some of her in-neighbors may become satisfied
whereas the satisfaction of 𝑣 can’t be worse than it was before. □

Proposition 5.2 takes care of voters in 𝐶. We cannot state something similar
for the rest of the voters, since it might be socially better to dissatisfy a certain
voter by asking her to cast a ballot so as to make other people (pointing to her)
satisfied. In practice, this can also occur in cases where voting may be costly (in
time or effort to become more informed) and one member of a community may
need to act in favor of the common good, outweighing her cost.

5.2 Approximation Algorithms and Hardness Results

In this section we will mainly focus on MIN-SC, but we will also examine MAX-SG
in Section 5.2.2 and further related questions in Section 5.2.3. We pay particular
attention to instances where every voter approves only a constant number of
other voters, i.e., Δ = max𝑣 |𝑁(𝑣)| ∈ 𝑂(1).
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5.2.1 Social Cost Minimization

We start by showing that the problem is intractable even when each voter ap-
proves at most 2 other voters. In fact, we show that our problem encodes a
directed version of the DOMINATING SET problem, hence, beyond NP-hardness,
we also inherit known results concerning hardness of approximation.

Theorem 5.3 Let Δ = max𝑣∈𝑉 |𝑁(𝑣)| ≥ 2. When Δ is constant, it is NP-
hard to approximate MIN-SC with a ratio smaller thanmax{1.36, Δ − 1}. For
general instances, it is NP-hard to achieve an approximation better than ln𝑛−
Θ(1) ln ln𝑛.

Proof. We will use an approximation preserving reduction from the problem
DIRECTED MINIMUM DOMINATING SET (MIN-DS𝑑). MIN-DS𝑑: Given a directed graph

𝐺 = (𝑉 , 𝐸), select a set 𝑆 of
minimum cardinality (called di-
rected dominating set), such that
for every vertex 𝑣 ∈ 𝑉 ∖ 𝑆 there
is a directed edge (𝑢, 𝑣) where
𝑢 ∈ 𝑆.

Let 𝐺 = (𝑉 , 𝐸) be the input
graph of an instance 𝐼 of MIN-DS𝑑. We construct an instance 𝐼′ of MIN-SC
as follows: for every vertex 𝑣 ∈ 𝑉 of instance 𝐼 , we have a voter ̂𝑣 in 𝐼′

who approves precisely her in-neighbors in 𝐺. More formally, the approved
set for ̂𝑣 is 𝑁( ̂𝑣) = {�̂� ∶ (𝑢, 𝑣) ∈ 𝐸}. Hence, the corresponding graph of
instance 𝐼′ is 𝐺′ = (𝑉 , 𝐸′) where 𝐸′ = {(𝑢, 𝑣) ∶ (𝑣, 𝑢) ∈ 𝐸}. We also as-
sume that the voters do not approve neither voting themselves nor abstaining,
hence 𝐶 ∪ 𝐴 = ∅. Note that if 𝐺 has in-degree bounded by 𝑏, then 𝐺′ has
out-degree bounded by 𝑏.

Lemma 5.4 Let opt(𝐼), opt(𝐼′) be the costs of the optimal solutions of
instances 𝐼 and 𝐼′ respectively. Then opt(𝐼′) ≤ opt(𝐼).

Proof of Lemma 5.4. Let opt(𝐼) = 𝑘 be the cost of the optimal solution in
the MIN-DS𝑑 instance 𝐼 . This means that there is a set, say 𝑆, of 𝑘 vertices
that dominates every other vertex in 𝑉 . Consider a delegation function which
asks every voter ̂𝑣 such that 𝑣 ∈ 𝑆 to cast a vote. Given that 𝑆 is a directed
dominating set, for every vertex 𝑣 ∈ 𝑉 ∖ 𝑆, there is at least one directed
edge (𝑢, 𝑣) with 𝑢 ∈ 𝑆. By the construction of 𝐼′, ̂𝑣 approves �̂� as her guru
and thus, by delegating to �̂�, she will be satisfied (if there are multiple voters
that cast a ballot and are approved by ̂𝑣, she can delegate arbitrarily to any of
them). So, there is a delegation function such that, any voter ̂𝑣 ∶ 𝑣 ∈ 𝑉 ∖ 𝑆
is satisfied, resulting in a solution where the number of dissatisfied voters is
at most 𝑘. Hence, opt(𝐼′) ≤ opt(𝐼). ⊠

To complete the reduction, we also need to be able to transform a solution of
𝐼′ to a solution of 𝐼 .
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Theorem 5.14: Consider an in-
stance of ASSL, and let 𝐺 be its
corresponding graph. MIN-SC and
MAX-SG are in FPTwith respect to
the treewidth of 𝐺.

Lemma 5.5 For every solution to 𝐼′ with cost sol(𝐼′), we can find a cor-
responding solution to 𝐼 with cost sol(𝐼), such that sol(𝐼) ≤ sol(𝐼′).

Proof of Lemma 5.5. Consider a solution to 𝐼′ of cost sol(𝐼′). Using Propo-
sition 5.1, we can assume that the solution is a collection of disjoint directed
stars and using Proposition 5.2 (part (ii)) we can assume that no-one can be
dissatisfied because of abstaining or of being represented by a non-approved
guru. To summarize, there is a solution of 𝐼′ of cost sol(𝐼′) in which every
voter either casts a vote or delegates to one of her approved gurus and hence
the only voters who can be dissatisfied are those who cast a ballot.

Suppose that sol(𝐼′) = 𝑘, i.e., there is a set 𝑆 of 𝑘 dissatisfied voters. For 𝐼 ,
we claim that the set of vertices {𝑣 ∶ ̂𝑣 ∈ 𝑆} is a directed dominating set. Let
𝑣 be a vertex that does not belong to that set. Since every ̂𝑣 ∉ 𝑆 delegates to
some voter who casts a ballot, i.e., to some �̂� ∈ 𝑆, such that �̂� ∈ 𝑁( ̂𝑣), this
implies that (𝑢, 𝑣) ∈ 𝐸. Hence 𝑣 is dominated by 𝑢 in 𝐺. ⊠

By combining Lemmas 5.4 and 5.5 we have that any 𝛼-approximation algo-
rithm for MIN-SC directly implies an 𝛼-approximation for MIN-DS𝑑, since we
would be able to get a solution to 𝐼 with: sol(𝐼) ≤ sol(𝐼′) ≤ 𝛼 ⋅ opt(𝐼′) ≤
𝛼 ⋅ opt(𝐼). The proof is now concluded by utilizing the known hardness re-
sults for MIN-DS𝑑. In particular, Theorem 10 from [CC08] Inapproximability results de-

pendent on other parameters
can be obtained from the pre-
sented reduction as well. For
instance, if the in-degree of every
voter, say 𝛿, is bounded, then
MIN-SC, is (ln 𝛿 − Θ(1) ln ln 𝛿)-
inapproximable, by using a result
from [CC08].

has established
that if 𝐺 has in-degree bounded by a constant 𝑏 (which corresponds to Δ for
the MIN-SC instance), then MIN-DS𝑑 is (𝑏 − 1)-inapproximable, for 𝑏 ≥ 3 and
1.36-inapproximable, for 𝑏 = 2. The logarithmic hardness result for general
instances follows from the connection of MIN-DS𝑑 to the classic SET COVER
problem. □

Since hardness results have been established for Δ ≥ 2, it is natural to question
whether an optimal algorithm could be found for the case of Δ ≤ 1. This sce-
nario is far from unexciting. Consider for instance a spatial model where voters
are represented by points in some Euclidean space, interpreted as opinions on the
outcomes of some issues. If each voter approves for delegation only the nearest
located voter to her, we have precisely that Δ = 1. The following theorem pro-
vides an affirmative answer in the above stated question (its proof is actually a
direct Corollary of Theorem 5.14 from Section 5.3).

Theorem 5.6 When Δ ≤ 1, MIN-SC can be solved in polynomial time.

Proof. We just need to observe that when Δ ≤ 1, the treewidth of the graph
of the instance is bounded and thus it is possible to use Theorem 5.14 in order
to prove the theorem. Let us describe the structure of the input graph 𝐺 for
the case ofΔ ≤ 1. For simplicity, suppose that𝐺 is (weakly) connected, then
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𝐺 can be seen as the union of the graphs 𝑐 and 𝑡𝑖 where 𝑐 is a set of 𝑘 ≥ 1
vertices {𝑣1, 𝑣2, … , 𝑣𝑘} that, if 𝑘 > 1 form a directed cycle and if 𝑘 = 1 it
is just the single vertex 𝑣1 and each 𝑡𝑖 for 𝑖 = 1, 2, … , 𝑘 is either the single
vertex 𝑣𝑖 or a directed tree rooted at 𝑣𝑖 having all the edges towards the root.
Hence, the treewidth of the input graph is no more than 2, which means that
the Algorithm of Theorem 5.14 results to an optimal solution in polynomial
time for the problem of minimizing the number of dissatisfied voters. □

For higher values of Δ, we can only hope for approximation algorithms. As we
show next, it is possible to complement Theorem 5.3 with asymptotically tight
approximation guarantees by reducing MIN-SC to the SET COVER problem.

Theorem 5.7 Let Δ = max𝑣∈𝑉 |𝑁(𝑣)| ≥ 2. When Δ is constant there is
a polynomial time algorithm for MIN-SC with a constant approximation ratio
of (Δ + 1). For general instances, the problem is (ln𝑛 − ln ln𝑛 + Θ(1))-
approximable.

Proof. We will present a reduction that preserves approximability to the SET
COVER problem. In an unweighted SET COVER in-

stance, we are given a universe𝑈
and a collection F of subsets of
𝑈 , and ask to find a cover of the
universe with the minimum pos-
sible number of sets from F .

From an instance 𝐼 of MIN-SC we create an instance 𝐼′ of
SET COVER as follows: We create a universe of elements 𝑈 by adding one
element for every voter, except for certain voters for which there is no such
need. In particular, 𝑈 contains one element for every 𝑣 ∈ 𝑉 ∖ (𝐶 ∪ 𝐴 ∪ {𝑢 ∶
∃𝑢′ ∈ 𝑁(𝑢) ∩ 𝐶}). This means that in 𝑈 we have excluded voters who can
be satisfied without delegating to someone else as well as voters who can be
satisfied by delegating to members of 𝐶 (observe that because of Proposi-
tion 5.2 (part (i)), all voters of 𝐶 will be assigned to vote). Proposition 5.2: Consider a solu-

tion given by a delegation func-
tion 𝑑(⋅). There always exists a
solution which is at least as good
(i.e., the number of satisfied vot-
ers is at least as high) as 𝑑(⋅), in
which (i) every voter in 𝐶 casts a
ballot and (ii) if any voter is dis-
satisfied, it is because she is cast-
ing a ballot without approving it.

Furthermore, to
describe the collection F of sets in 𝐼′, for every voter 𝑣 ∈ 𝑉 ∖ 𝐶 we add the
set 𝑆𝑣 = 𝑈 ∩ ({𝑢 ∶ 𝑣 ∈ 𝑁(𝑢)} ∪ {𝑣}). If some 𝑆𝑣 turns out to be the empty
set, it can be simply disregarded (e.g. for a voter 𝑣 with 𝑁(𝑣) ∩ 𝐶 ≠ ∅).

Lemma 5.8 Let opt(𝐼), opt(𝐼′) be the costs of the optimal solutions in the
instances 𝐼 and 𝐼′ respectively. Then opt(𝐼′) ≤ opt(𝐼).

Proof of Lemma 5.8. Let there be 𝑘 dissatisfied voters in the optimal solution
of the MIN-SC instance 𝐼 . By making use of Proposition 5.2, we can assume
that these are members of 𝑉 ∖ 𝐶 who are assigned to cast a ballot. Hence,
for a dissatisfied voter 𝑣 there exists a corresponding set 𝑆𝑣 in 𝐼′. We will
argue that by selecting these 𝑘 sets that correspond to dissatisfied voters, we
have a feasible solution for the SET COVER problem. Towards contradiction,
assume that there is an element in 𝐼′ that has not been covered by any of
these sets. Because of the definition of 𝑈 , there must exist a voter 𝑣 in 𝐼 who
corresponds to that element and who only accepts to delegate to some voters
who are not in 𝐶, i.e., each 𝑢 ∈ 𝑁(𝑣) has a corresponding set 𝑆𝑢 in F since
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𝑢 ∈ 𝑉 ∖ 𝐶. Moreover, 𝑣 should be satisfied in 𝐼 , otherwise the set 𝑆𝑣 would
have been selected in the solution we constructed for 𝐼′ and 𝑣 would have
been covered. Therefore, at least one of her approved voters, say 𝑢, is a guru,
and the set 𝑆𝑢 covers 𝑣, which is a contradiction. ⊠

Lemma 5.9 Given a feasible solution with cost sol(𝐼′) of the produced
instance 𝐼′, we can create a feasible solution of 𝐼 , with cost sol(𝐼) ≤
sol(𝐼′).

Proof of Lemma 5.9. Say that sol(𝐼′) = 𝑘, which means that by selecting a
number of 𝑘 sets, it is possible to cover every element of 𝑈 . Consider a dele-
gation function 𝑑(⋅)which asks every voter from 𝑉 ∖𝐶 whose corresponding
set has been selected in the cover, to cast a ballot. Following Proposition 5.2,

Proposition 5.2: Consider a solu-
tion given by a delegation func-
tion 𝑑(⋅). There always exists a
solution which is at least as good
(i.e., the number of satisfied vot-
ers is at least as high) as 𝑑(⋅), in
which (i) every voter in 𝐶 casts a
ballot and (ii) if any voter is dis-
satisfied, it is because she is cast-
ing a ballot without approving it.

it also asks every voter from 𝐶 to cast a ballot. From these, only the former
𝑘 voters are dissatisfied, who vote but do not belong to 𝐶. We will argue
that we can make all the remaining voters satisfied and hence we will have a
solution with 𝑘 dissatisfied voters.

Consider a voter 𝑣 ∈ 𝑉 ∖ 𝐶, whose set 𝑆𝑣 was not included in the SET COVER
solution. If 𝑣 ∈ 𝐴, then 𝑣 is assigned to abstain and she is satisfied. So,
suppose that 𝑣 ∈ 𝑉 ∖ (𝐴 ∪ 𝐶) and also that 𝑁(𝑣) ≠ ∅ (otherwise, with
𝑁(𝑣) = ∅, then 𝑆𝑣 would have been selected in the cover).

Case 1: 𝑁(𝑣) ∩ 𝐶 ≠ ∅. Then 𝑣 can delegate to a member of 𝐶 and be
satisfied.

Case 2: 𝑁(𝑣) ∩ 𝐶 = ∅. Then by the construction of the universe 𝑈 , we
have that 𝑣 ∈ 𝑈 . Since we have selected a cover for 𝑈 , 𝑣 is covered by
some set. Additionally, we have assumed that 𝑆𝑣 was not picked in the
cover, hence 𝑣 is covered by some other set, say 𝑆𝑢, which means that 𝑢 is
a voter who is assigned to cast a vote and 𝑣 ∈ 𝑆𝑢. But then 𝑣 can delegate
to 𝑢 and be satisfied.

Hence, we have identified a solution with 𝑘 voters being dissatisfied. ⊠

By combining Lemma 5.8 and Lemma 5.9, we have that if we run any 𝛼-
approximation algorithm for the SET COVER instance 𝐼′, we can find a so-
lution for the MIN-SC instance 𝐼 , with the same guarantee since sol(𝐼) ≤
sol(𝐼′) ≤ 𝛼 ⋅ opt(𝐼′) ≤ 𝛼 ⋅ opt(𝐼). Recall that there exists a well known 𝑓-
approximation algorithm for SET COVER, where 𝑓 is the maximum number of
sets that contain any element. Note also that in our construction, each element
of 𝐼′ that corresponds to a voter 𝑣 of 𝐼 , belongs to at most |𝑁(𝑣)| + 1 sets.
This directly yields a (Δ + 1)-approximation for our problem. Alternatively,
when Δ is not bounded, we can use the best currently known approximation
algorithm for the SET COVER problem [Sla97]

[Sla97] Slavık (1997): A Tight Anal-
ysis of the Greedy Algorithm for Set
Cover.

, to obtain the desired result. □
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Theorem 5.3: Let Δ =
max𝑣∈𝑉 |𝑁(𝑣)| ≥ 2. When
Δ is constant, it is NP-hard to
approximate MIN-SC with a ratio
smaller than max{1.36, Δ − 1}.
For general instances, it is NP-
hard to achieve an approximation
better than ln𝑛 − Θ(1) ln ln𝑛.

Theorem 5.6: When Δ ≤ 1, MIN-
SC can be solved in polynomial
time.

5.2.2 Social Good Maximization

In all voting problems that involve a notion of dissatisfaction, one can study ei-
ther minimization of dissatisfactions or maximization of satisfactions. The min-
imization version is slightly more popular, see e.g., [EGP19] (also, in approval
voting elections, it is more common to minimize the sum of distances from the
optimal solution than to maximize the satisfaction score). Clearly, for ASSL, if we
can solve optimally MIN-SC, the same holds for MAX-SG. The problems however
can differ on their approximability properties.

Looking back on our findings for MIN-SC, we note that the results from Theo-
rem 5.3 immediately yield NP-hardness for MAX-SG. The hardness of approxi-
mation however does not transfer. The result of Theorem 5.6 also applies.

Corollary 5.10 LetΔ = max𝑣∈𝑉 |𝑁(𝑣)|. Then MAX-SG is NP-hard even when
Δ = 2, and it is efficiently solvable when Δ ≤ 1.

Next, we also provide a constant factor approximation for constantΔ, albeit with
a worse constant than the results for MIN-SC. The main insight for the next theo-
rem is that we can exploit results from the rich domain of Constraint Satisfaction
Problems (CSPs) and model MAX-SG as such.

Theorem 5.11 Let Δ = max𝑣∈𝑉 |𝑁(𝑣)| ≥ 2. When Δ ∈ 𝑂(1) there is a
polynomial time algorithm for MAX-SG with an approximation ratio of 1

(Δ+2)Δ+2 .

Proof. Wewill use an approximation preserving reduction of an instance 𝐼 of
MAX-SG to an instance 𝐼′ of MAX k-CSP(d) and we will use an approximation
algorithm for the latter to prove the statement. MAX k-CSP(d): Given a set of con-

straints each of which depends on
at most 𝑘 variables and such that
each variable can have its own
domain, which is of size at most
𝑑, find an assignment to the vari-
ables that maximizes the number
of satisfied constraints.

For every voter 𝑣 of 𝐼 , we create a variable 𝑥𝑣 of 𝐼′ having as possible values
the set 𝑑𝑜𝑚(𝑥𝑣) = 𝑁(𝑣) ∪ {𝑣, ⊥}. Hence, if |𝑁(𝑣)| ≤ Δ for every voter 𝑣,
the domain size in 𝐼′ is at most Δ + 2 for every variable. We add in 𝐼′ one
constraint 𝐶𝑣 for each voter 𝑣, specifying the cases where 𝑣 is satisfied. The
constraint 𝐶𝑣 can be viewed as the logical OR of the following terms:

Û If 𝑣 ∈ 𝐶, we add in 𝐶𝑣 the term (𝑥𝑣 = 𝑣).
Û If 𝑣 ∈ 𝐴, we add in 𝐶𝑣 the term (𝑥𝑣 = ⊥).
Û For any voter 𝑢 ∈ 𝑁(𝑣), we add the term (𝑥𝑣 = 𝑢) ∧ (𝑥𝑢 = 𝑢).
In order to provide each constraint as part of the input of 𝐼′, it suffices to
provide the truth table or all the combinations of assignments to the relevant
variables that make the constraint satisfied. Since we have assumed thatΔ ∈
𝑂(1), no more than a constant number of 𝑂(ΔΔ) combinations are needed.
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Theorem 5.7: Let Δ = max𝑣∈𝑉
|𝑁(𝑣)| ≥ 2. WhenΔ is constant
there is a polynomial time algo-
rithm for MIN-SC with a constant
approximation ratio of (Δ + 1).
For general instances, the prob-
lem is (ln𝑛 − ln ln𝑛 + Θ(1))-
approximable.

[GV08] Golovach and Villanger
(2008): Parameterized Complexity
for Domination Problems on
Degenerate Graphs.

Any solution of 𝐼′ is an assignment to every variable 𝑥𝑣 of a value from
𝑑𝑜𝑚(𝑥𝑣), which can be directly translated to a solution of 𝐼 . We observe
that the constraint 𝐶𝑣 is satisfied if at least one of the terms we added in 𝐶𝑣
is satisfied, which is true if and only if voter 𝑣 is satisfied. Thus, if an assign-
ment in the variables of 𝐼′ satisfies 𝑞 constraints, there are exactly 𝑞 satisfied
voters in the instance 𝐼 . Hence by running an 𝛼-approximation algorithm
for MAX k-CSP(d) we can obtain a solution that satisfies an 𝛼-fraction of the
maximum possible number of satisfied voters.

The constraint that corresponds to voter 𝑣 has at most Δ + 2 clauses and
the domain of each variable is Δ + 2. An instance of MAX k-CSP(d), can be
approximated within In case we are willing to set-

tle with a randomized algorithm,
we can have a better approxi-
mation with an expected ratio
of Ω(max{𝑘,𝑙𝑜𝑔𝑑}

𝑑𝑘−1 ) [MM17], us-
ing the results of [MM12] and
[MNT16].

a factor of 1
𝑑𝑘 [CCJ+05] (Proposition 2.3 therein). □

We leave as an open problem the question of whether there exist better approxi-
mations or whether one can establish hardness of approximation results.

5.2.3 Further Implications: Instances with Bounded Social Cost

We conclude this section by discussing some implications that can be derived by
the reductions presented in Section 5.2.1, on relevant questions to MIN-SC. Let
us start with the special case where the optimal cost of an instance 𝐼 is zero, i.e.,
it is possible to satisfy all voters. Can we have an algorithm that detects this? It
would be ideal to compute a delegation function that does not cause any dissat-
isfactions, and this is indeed possible. If opt(𝐼) = 0, then any approximation
algorithm for MIN-SC of finite ratio will necessarily return an optimal solution. If
opt(𝐼) > 0, the approximation algorithm will also return a positive cost. Hence,
by using Theorem 5.7 we have the following:

Corollary 5.12 Given an instance of ASSL, there exists a polynomial time al-
gorithm that decides if it is possible to satisfy all voters, in which case it can
also construct an optimal delegation function.

Taking it a step further, suppose now we ask: Given an instance 𝐼 , is it true
that opt(𝐼) ≤ 𝑘, for some positive constant 𝑘? This time, we can construct a
SET COVER instance 𝐼′ using the reduction presented in the proof of Theorem 5.7,
and then we can enumerate all possible collections of subsets of size at most 𝑘. If
a solution is found, it corresponds to a set of at most 𝑘 dissatisfied voters. Hence,
we can solve the problem in time 𝑛𝑂(𝑘). But now we can question whether there
is hope for a substantially better running time. To answer this, we exploit the
reduction used in Theorem 5.3 fromDIRECTED DOMINATING SET. In particular, it
is known by [GV08] that DOMINATING SET is 𝑊[2]-hard when parameterized by
the solution cost, even in graphs of bounded average degree. Given that the di-
rected version of DOMINATING SET inherits the hardness results of the undirected
version in combination with the proof of Theorem 5.3, we have the following.



5 An Approval-Based Model for Liquid Democracy 95

[Gro08] Grohe (2008): Logic,
Graphs, and Algorithms.
[Kre08] Kreutzer (2008): Algorith-
mic Meta-Theorems.

[Sey14] Seymour (2014): The Origin
of the Notion of Treewidth.

[ALS91] Arnborg et al. (1991): Easy
Problems for Tree-Decomposable
Graphs.

Corollary 5.13 MIN-SC cannot be solved in time 𝑓(𝑘)𝑛𝑂(1) even for the case
where Δ is constant, where 𝑓(𝑘) is a computable function depending only on
the minimum possible number 𝑘 of dissatisfied voters, unless 𝑊[2] = 𝐹𝑃𝑇 .

5.3 Exact Algorithms via Monadic Second Order Logic

The goal of this section is to focus on special cases that admit exact polynomial
time algorithms. Our major highlight is the use of a logic-based technique for
obtaining such algorithms. To our knowledge, this framework has not received
much attention (if at all) from the Computational Social Choice community de-
spite its wide applicability on graph-theoretic problems. We therefore expect
that this has the potential of further deployments for other related problems.

5.3.1 Optimization under Bounded Treewidth

The general methodology involves the use of an algorithmic meta-theorem (for
related surveys see [Gro08] and [Kre08]) to check the satisfiability of a for-
mula that expresses a graph property, defined over an input graph of bounded
treewidth. Roughly speaking, the treewidth is a graph parameter that indicates
the “tree-likeness” of a graph. It was introduced independently by various au-
thors mainly for undirected graphs (see [Sey14] for an extended exposition of
the origin of the notion) but its definition and intuition can be extended to di-
rected graphs as well [ALS91]. In our case, we will require bounded treewidth
for the directed graph associated to an instance of ASSL.

A Brief Introduction to Tractability Results via MSO Logic

The approach discussed here was initiated by Courcelle [Cou90] [Cou90] Courcelle (1990): The
Monadic Second-Order Logic of
Graphs. I. Recognizable Sets of
Finite Graphs.

, who used
Monadic Second Order (MSO) logic to define graph properties. These, typi-
cally ask for some set of vertices or edges subject to certain constraints. For
expressing a property in MSO, we can make use of variables for edges, ver-
tices as well as for subsets of them. Apart from the variables1 1: For ease of presentation, we

will also use set operations that
although they are not explicitly
allowed, they can be easily re-
placed by MSO expressions (e.g.,
𝑥 ∉ 𝐴 ∖ 𝐵 ≡ ¬((𝑥 ∈ 𝐴) ∧
¬(𝑥 ∈ 𝐵)) and 𝐴 ⊆ 𝐵 ≡
(∀𝑥 ∈ 𝐴 ⇒ 𝑥 ∈ 𝐵)).

we can also
have the usual boolean connectives¬, ∧, ∨, ⇒, quantifiers∀, ∃, and themem-
bership operator ∈. The resulting running time for deciding properties ex-
pressible in MSO turns out to be exponentially dependent on the treewidth
and the size of the formula.

After Courcelle’s theorem, there have been several works that extend the al-
gorithmic implications of MSO logic. Most importantly, and most relevant
to us, the framework of [ALS91] can handle some types of optimization prob-
lems. Consider a formula 𝜙(𝑋1, … , 𝑋𝑟) in MSO, having 𝑋1, … , 𝑋𝑟 as free
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set variables, so that a property is true if there exists an assignment to the free
variables that make 𝜙 satisfied. Then, we can optimize a weighted sum over
elements that belong to any such set variable, subject to the formula 𝜙 being
true (one needs to be careful though as the weights are taken in unary form).
A representative example presented in [ALS91] (see Theorem 3.6 therein for
a wide variety of tractable problems with respect to treewidth) is MINIMUM
DOMINATING SET in which we want to minimize |𝑋| subject to a formula that
enforces the set 𝑋 to be a dominating set.

We note that the results we use here require to have a representation of the
tree decomposition of the input graph. But even if this is not readily available,
its computation is in FPT with respect to the treewidth [Bod96] [Bod96] Bodlaender (1996): A

Linear-Time Algorithm for Finding
Tree-Decompositions of Small
Treewidth.

.

Our first result in this section shows that MIN-SC and MAX-SG are tractable when
the treewidth of the associated graph is constant.

Theorem 5.14 Consider an instance of ASSL, and let 𝐺 be its corresponding
graph. MIN-SC and MAX-SG are in FPT with respect to the treewidth of 𝐺.

Proof. It suffices to solve MIN-SC since this yields an optimal solution to MAX-
SG as well. In order to apply a framework ofMSO logic, we first make a small
modification to the graph𝐺. We add a special vertex denoted by 𝑎 andwe add
a directed edge (𝑣, 𝑎) for every 𝑣 for which 𝑣 ∈ 𝐴. In this manner, abstainers
will be encoded by “delegating” their vote to 𝑎. Let 𝐺′ = (𝑉 ′, 𝐸′) be the
resulting graph, where 𝑉 ′ = 𝑉 ∪ {𝑎} and 𝐸′ = 𝐸 ∪ {(𝑣, 𝑎) ∶ 𝑣 ∈ 𝐴}. We
observe that these additions do not affect the boundedness of the treewidth.

Lemma 5.15 If 𝐺 has bounded treewidth, so does 𝐺′.

We will create an MSO formula 𝜙(𝐷, 𝑋) with 2 free variables, 𝐷 and 𝑋, en-
coding an edge-set and a vertex set respectively. The rationale is that𝜙(𝐷, 𝑋)
becomes true when the edges of 𝐷 encode a delegation function and 𝑋 de-
notes the set of voters who are dissatisfied by the delegations of 𝐷. To write
the formula, we also exploit the fact that the framework of [ALS91] [ALS91] Arnborg et al. (1991): Easy

Problems for Tree-Decomposable
Graphs.

allows
the use of a constant number of “distinguished” sets so that we can quantify
over them as well (apart from quantification over 𝑉 ′ and 𝐸′). We will use
𝑉 , along with 𝐶 and 𝐴 (of voters who approve casting a ballot or abstaining
respectively), as these special sets. To proceed, 𝜙(𝐷, 𝑋) is the following:
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𝐷 ⊆ 𝐸′ ∧ 𝑋 ⊆ 𝑉 ∖ 𝐶 ∧
(∀𝑣 ∈ 𝑉 ′ (𝑑𝑒𝑔+

𝐷(𝑣) ≤ 1))∧
(∀𝑢, 𝑣, 𝑤 ∈ 𝑉 ′((𝑢, 𝑣) ∈ 𝐷 ⇒ (𝑣, 𝑤) ∉ 𝐷))∧
(∀𝑣 ∈ 𝐶 (𝑑𝑒𝑔+

𝐷(𝑣) = 0)) ∧
(∀𝑣 ∈ 𝑉 (𝑣 ∈ 𝑋 ⇔ (𝑑𝑒𝑔+

𝐷(𝑣) = 0 ∧ 𝑣 ∉ 𝐶)))

The term 𝑑𝑒𝑔+
𝐷(𝑣) = 0 can be expressed in MSO logic in a similar way to

the more general term of 𝑑𝑒𝑔+
𝐷(𝑣) ≤ 1, which we define formally as

𝑑𝑒𝑔+
𝐷(𝑣) ≤ 1 ≡

(∃𝑢 ∈ 𝑉 ′ (𝑣, 𝑢) ∈ 𝐷) ⇒ ¬(∃𝑤 ∈ 𝑉 ′ ((𝑣, 𝑤) ∈ 𝐷 ∧ 𝑤 ≠ 𝑢)).

Concerning the construction of 𝜙(𝐷, 𝑋), the second line expresses the fact
that 𝐷 is a union of disjoint directed stars so as to enforce Proposition 5.1.

Proposition 5.1: Consider a solu-
tion given by a delegation func-
tion 𝑑(⋅). There always exists a
solution 𝑑′(⋅) which is at least as
good (i.e., the number of satisfied
voters is at least as high) as 𝑑(⋅),
so that 𝐺(𝑑′) is a collection of
disjoint directed (towards the cen-
tral vertex) stars, and voters that
abstain form isolated vertices.

Proposition 5.2: Consider a solu-
tion given by a delegation func-
tion 𝑑(⋅). There always exists a
solution which is at least as good
(i.e., the number of satisfied vot-
ers is at least as high) as 𝑑(⋅), in
which (i) every voter in 𝐶 casts a
ballot and (ii) if any voter is dis-
satisfied, it is because she is cast-
ing a ballot without approving it.

Anyone with out-degree equal to one within𝐷 either delegates to some other
voter or abstains (i.e. delegates to vertex 𝑎), whereas those with out-degree
equal to zero in 𝐷 cast a vote themselves. The third line of 𝜙(𝐷, 𝑋) also
enforces Proposition 5.2 (part (i)) so that members of 𝐶 always cast a vote.
The fourth line expresses the fact that the vertices of𝑋 are dissatisfied voters.
By Proposition 5.2 (part (ii)), the only way to make a voter 𝑣 dissatisfied is
by asking her to cast a ballot when 𝑣 ∉ 𝐶. Indeed, voters who are not asked
to cast a ballot, have out-degree equal to one in 𝐷, so they either abstain or
delegate. This means that either (𝑣, 𝑎) ∈ 𝐷 or (𝑣, 𝑢) ∈ 𝐷 for some 𝑢 ∈ 𝑉 .
In the former case, 𝑣 is satisfied because 𝑣 ∈ 𝐴 (if 𝑣 ∉ 𝐴 then the edge (𝑣, 𝑎)
would not exist in 𝐸′ and could not have been selected in 𝐷). In the latter
case, 𝑣 approves 𝑢 (otherwise the edge (𝑣, 𝑢) would not exist) and 𝑢 casts a
vote since 𝐷 contains only stars. Hence 𝑣 is again satisfied.
The final step is to perform optimizationwith respect to |𝑋| subject to𝜙(𝐷, 𝑋)
being true. To that end, we can assign a weight 𝑤(𝑣) to every vertex 𝑣 such
that 𝑤(𝑎) = 0 and 𝑤(𝑣) = 1, ∀𝑣 ∈ 𝑉 ′ ∖ {𝑎}. Hence ∑𝑣∈𝑋 𝑤(𝑣) = |𝑋|.
Using the result of [ALS91], we can find a delegation function 𝑑(⋅), as given
by the edges in 𝐷, that minimizes the number of dissatisfied voters within
the feasible solutions. □

5.3.2 Adding Secondary Objectives

We continue with exhibiting that MSO frameworks can be useful for tackling
other related problems as well. For the cases when we can solve MIN-SC (and
MAX-SG) optimally, we are investigating whether we can find such a solution
with additional properties (whenever the optimal is not unique). Motivated by
questions studied in [EGP19; EGP20; GKM+21]

[EGP19] Escoffier et al. (2019): The
Convergence of Iterative Delegations
in Liquid Democracy in a Social Net-
work.
[EGP20] Escoffier et al. (2020): Iter-
ative Delegations in Liquid Democ-
racy with Restricted Preferences.
[GKM+21] Gölz et al. (2021): The
Fluid Mechanics of Liquid Democ-
racy.

we consider the set of problems
presented below:



5 An Approval-Based Model for Liquid Democracy 98

1. Among the optimal solutions to MIN-SC (or MAX-SG), find one in which
a given voter 𝑣 casts a vote, or answer that no such solution exists.

2. Ditto, with having voter 𝑣 abstain in an optimal solution.
3. Among the optimal solutions to MIN-SC (or MAX-SG), find one that min-

imizes the number of abstainers.
4. Among the optimal solutions to MIN-SC (or MAX-SG), find one that min-

imizes the maximum voting power over all gurus, i.e. the number of
voters that she represents (or equivalently that minimizes themaximum
in-degree).

The fourth problem is quite important in models of LD, given also the critique
that often applies on such models that may accumulate excessive power on some
voters. Below we start by addressing the first three problems together.

Theorem 5.16 Consider an instance of ASSL, and let 𝐺 be its corresponding
graph. It is in FPTwith respect to the treewidth of𝐺 to find an optimal solution
to MIN-SC and MAX-SG, in which a given voter casts a ballot or abstains (if such
a solution exists). The same holds for minimizing the number of abstainers.

Proof. It suffices to solve MIN-SC since this yields an optimal solution to MAX-
SG as well. First of all, we note that it is safe to focus only on solutions that
are formed by disjoint stars since we can argue, similarly to Proposition 5.1,
that such a restriction will not affect the optimal solutions we are looking for
in any of these problems. Let𝐺′ = (𝑉 ′, 𝐸′) be the graph used in the proof of
Theorem 5.14 and let 𝜙(𝐷, 𝑋) be the MSO formula produced in that proof.

For the first problem, let 𝑠 be the given voter so that we want to check if there
exists an optimal solution where 𝑠 casts a ballot. A small modification is only
required for the case that 𝑠 is needed to abstain, the proof of which we are
going to omit.

We begin by using Theorem 5.14 to find the number of dissatisfied voters in
an optimal solution to MIN-SC. Let 𝑐 be this number. If 𝑠 is among those who
vote themselves in the solution we found, we are done. If not, our goal is to
see if we can find another optimal solution where 𝑠 is assigned to vote. To
this end, we define a new formula, 𝜙1(𝐷, 𝑋) as follows:

𝜙1(𝐷, 𝑋) ≡ 𝜙(𝐷, 𝑋) ∧ (𝑑𝑒𝑔+
𝐷(𝑠) = 0).

The formula 𝜙1(𝐷, 𝑋) becomes true when 𝐷 encodes a delegation function
under which 𝑠 casts a ballot and 𝑋 is the set of dissatisfied voters.

We now employ the use of an evaluation relation from the framework of
[ALS91]. An evaluation relation for a free variable 𝑌 is a boolean condition
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that concerns the weighted sum of elements belonging to 𝑌 . Therefore, in-
stead of optimizing as we did in the proof of Theorem 5.14, we can ask if
an evaluation relation holds subject to the formula 𝜙1. In particular, we use
the weights that we used in Theorem 5.14, and add the evaluation relation
∑𝑣∈𝑋 𝑤(𝑣) ≤ 𝑐, which is equivalent to |𝑋| ≤ 𝑐. The algorithm of [ALS91]
for this formulation, will either return a delegation function with 𝑐 dissatis-
fied voters, and where 𝑠 casts a ballot, or it will answer negatively, meaning
that any solution in which 𝑠 votes, dissatisfies more than 𝑐 voters and thus
could not be optimal.

For the problem of finding an optimal solution with the minimum possi-
ble number of abstainers, as before, we will first solve MIN-SC using Theo-
rem 5.14 and let 𝑐 be the cost of the optimal solution.
We now define the following formula 𝜙2(𝐷, 𝑋, 𝑌 ), where we have added a
free variable 𝑌 to denote the set voters that are forced to abstain.

𝜙2(𝐷, 𝑋, 𝑌 ) ≡ 𝜙(𝐷, 𝑋) ∧ (𝑌 ⊆ 𝑉 ′) ∧ (𝑣 ∈ 𝑌 ⇔ (𝑣, 𝑎) ∈ 𝐷).

Finally, we add the evaluation relation (|𝑋| ≤ 𝑐) ∧ (|𝑌 | ≤ 𝑏) and run the
algorithm of [ALS91] for every possible value of 𝑏 ∈ {0, 1, … , 𝑛}, starting
from 𝑏 = 0. The first value of 𝑏 for which we will have a satisfying assign-
ment for the evaluation relation subject to 𝜙2 being true, yields a delegation
function with the minimum possible number of abstainers. □

We come now to the fourth problem, which is the most challenging one. For
this, we will use yet another enriched version of the MSO framework, which
facilitates the addition of further constraints and helps in solving several degree-
constrained optimization problems. As these problems are in general more dif-
ficult [MT20], the results of [Sze11] and [KKM+19] yield polynomial time al-
gorithms with respect to treewidth, but do not place them in FPT.

For the presentation we will stick to the terminology of [KKM+19]. Consider a
formula 𝜙(𝑋1, … , 𝑋𝑟) with free variables 𝑋1, … 𝑋𝑟. The main idea is to add
so-called global and local cardinality constraints and ask for an assignment that
satisfies both 𝜙 and the constraints. In the simpler version that we will use here,
a global cardinality constraint is of the form∑𝑖∈[𝑟] 𝑎𝑖|𝑋𝑖| ≤ 𝑏 for given rational
numbers 𝑎𝑖, 𝑖 ∈ [𝑘] and 𝑏 (some of these numbers can be zero so that we con-
strain the cardinality of only some of the free variables). On the other hand, a
local cardinality constraint for a vertex has to do with limiting the number of its
neighbors or incident edges that belong to a set corresponding to a free variable.
For example, if 𝑋1 is a free variable of 𝜙 that encodes a vertex set, and 𝑋2 is
a free variable encoding an edge set, we can have constraints of the form “for
each vertex 𝑣 of 𝐺, the number of vertices in 𝑋1 adjacent to 𝑣 belongs to a set
𝑎(𝑣)”, where 𝑎(𝑣) contains the allowed values (e.g., could be an interval). Sim-
ilarly, we can express that the number of edges of 𝑋2 incident with 𝑣 can take
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only specific values from some set 𝑎′(𝑣). A representative illustration for local
constraints in [KKM+19] is the CAPACITATED DOMINATING SET problem, where
one needs to pick a dominating set respecting capacity constraints.

Theorem 5.17 Consider an instance of ASSL where the associated graph 𝐺
has constant treewidth. Among the optimal solutions to MIN-SC, we can find in
polynomial time a solution minimizing the maximum in-degree of the gurus.

Proof. First of all, similarly to the proof of Theorem 5.16, it suffices to fo-
cus only on solutions that are formed by disjoint directed stars. Let 𝐺′ =
(𝑉 ′, 𝐸′) be the graph used in the proof of Theorem 5.14, derived from 𝐺.
Our first step is to use Theorem 5.14 and solve MIN-SC optimally so that we
know the cost of an optimal solution. Suppose that we have 𝑐 unsatisfied
voters in an optimal solution.

To proceed, we will utilize the extended MSO framework of [KKM+19], but
to do so, we need to work with an undirected graph.2 2: It is not obvious if the results

of [KKM+19] can be applied
right away to directed graphs.

To this end, we will
create an undirected graph 𝐻 = (𝑉 ″, 𝐸″) from the directed graph 𝐺′ as
follows:

Û The set 𝑉 ″ will contain 2 sets of vertices, 𝑉𝑖𝑛, 𝑉𝑜𝑢𝑡, so that for every
vertex 𝑣 ∈ 𝑉 ′ such that 𝑣 ≠ 𝑎 we create a vertex 𝑣𝑖𝑛 ∈ 𝑉𝑖𝑛 and a
vertex 𝑣𝑜𝑢𝑡 ∈ 𝑉𝑜𝑢𝑡. The vertex 𝑣𝑖𝑛 will be used to indicate connections
with in-neighbors in𝐺′, whereas 𝑣𝑜𝑢𝑡 will be used to indicate connections
with out-neighbors in 𝐺′. We also add the vertex 𝑎 in 𝑉 ″ with the same
meaning as in 𝐺′, so that in total 𝑉 ″ = 𝑉𝑖𝑛 ∪ 𝑉𝑜𝑢𝑡 ∪ {𝑎}.

Û The set 𝐸″ will contain 2 sets of edges, 𝐸𝑑, 𝐸𝑝, so that in the set 𝐸𝑑, for
every directed edge (𝑢, 𝑣) ∈ 𝐸′, we add an undirected edge (𝑢𝑜𝑢𝑡, 𝑣𝑖𝑛),
if 𝑣 ≠ 𝑎, or we add an edge (𝑢𝑜𝑢𝑡, 𝑎) in it otherwise. We also create a
set 𝐸𝑝 which for every 𝑣 ∈ 𝑉 ′ includes an undirected edge between the
pair (𝑣𝑖𝑛, 𝑣𝑜𝑢𝑡). We note that the set 𝐸𝑝 is added so that we can reference
a vertex 𝑣𝑜𝑢𝑡 when given 𝑣𝑖𝑛, in the MSO formula that we will produce.
Thus, in total: 𝐸″ = 𝐸𝑑 ∪ 𝐸𝑝.

Hence, the graph 𝐻 can be described by the sets 𝑉𝑖𝑛, 𝑉𝑜𝑢𝑡, 𝐸𝑑, 𝐸𝑝. We will
make use of some of these distinguished sets in the MSO formula. Given
the construction, we can verify that the treewidth of 𝐻 is no more than a
constant multiple of the treewidth of 𝐺. That is because if we consider a
tree-decomposition of 𝐺 and we replace each vertex 𝑣 in it with two vertices
𝑣𝑖𝑛 and 𝑣𝑜𝑢𝑡, we end up having a valid tree-decomposition of 𝐻 with at most
twice the treewidth of 𝐺. Hence the following holds:

Lemma 5.18 If 𝐺 has bounded treewidth, so does 𝐻 .
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For notational convenience, we define the predicate 𝑜𝑢𝑡(𝑣, 𝑢) to be true ex-
actly when (𝑢, 𝑣) ∈ 𝐸𝑝, i.e., 𝑣 and 𝑢 are the in-vertex and out-vertex respec-
tively of some 𝑣′ from 𝐺. We will now produce a formula for the undirected
graph 𝐻 , whose satisfying assignments will correspond to valid delegation
functions on the original graph 𝐺. We denote our formula by 𝜓(𝐷, 𝐹 , 𝑋),
where the free variables 𝐷, 𝐹 , 𝑋 have the following interpretation:

Û As in Theorem 5.14, the set 𝐷 will be a subset of edges from 𝐻 . By the
definition of𝐻 ,𝐷will contain either edges between 𝑉𝑖𝑛 and 𝑉𝑜𝑢𝑡, e.g., of
the form (𝑣𝑜𝑢𝑡, 𝑢𝑖𝑛) for some 𝑣, 𝑢 ∈ 𝑉 , so that they encode a delegation
from 𝑣 to 𝑢 in𝐺 or they will have edges from 𝑉𝑜𝑢𝑡 to the vertex 𝑎 encoding
abstention.

Û The set 𝐹 will encode the set of voters who cast a ballot themselves. We
make the convention that𝐹 contains only vertices from𝑉𝑖𝑛, i.e., to encode
that a voter 𝑣 ∈ 𝑉 votes, it should hold that 𝑣𝑖𝑛 ∈ 𝐹 and that the degree
of 𝑣𝑜𝑢𝑡 in 𝐷 must be 0.

Û The set 𝑋 will encode the dissatisfied voters induced by 𝐷. Again, we
make the convention that 𝑋 will be a subset of 𝑉𝑖𝑛.

Given the above interpretation, the formula 𝜓(𝐷, 𝐹 , 𝑋) will be:

(𝐷 ⊆ 𝐸″ ∖ 𝐸𝑝) ∧ (𝑋 ⊆ 𝑉𝑖𝑛) ∧ (𝐶 ⊆ 𝐹 ⊆ 𝑉𝑖𝑛) ∧
∀𝑣 ∈ 𝐹 ∃𝑢 ∈ 𝑉𝑜𝑢𝑡 (𝑜𝑢𝑡(𝑣, 𝑢) ∧ 𝑑𝑒𝑔𝐷(𝑢) = 0) ∧
∀𝑣 ∈ 𝑉𝑖𝑛 ∖ 𝐹 ∃𝑢 ∈ 𝑉𝑜𝑢𝑡 ∶
[𝑜𝑢𝑡(𝑣, 𝑢) ∧ 𝑑𝑒𝑔𝐷(𝑢) = 1 ∧ 𝑑𝑒𝑔𝐷(𝑣) = 0∧
((𝑢, 𝑎) ∈ 𝐷 ∨ ∃𝑢′ ∈ 𝐹 (𝑢, 𝑢′) ∈ 𝐷)]∧
∀𝑣 ∈ 𝑉𝑖𝑛 (𝑣 ∈ 𝑋 ⇔ (𝑣 ∉ 𝐶 ∧ 𝑣 ∈ 𝐹))

For all terms in the formula above that involve the degree of a vertex, e.g.
𝑑𝑒𝑔𝐷(𝑢) = 0, we refer to the proof of Theorem 5.14 for writing them for-
mally in MSO logic.

Following the framework of [KKM+19] [KKM+19] Knop et al. (2019):
Simplified Algorithmic Metatheo-
rems Beyond MSO: Treewidth and
Neighborhood Diversity.

, we now add 2 classes of constraints
that we want to be satisfied in addition to 𝜓(𝐷, 𝐹 , 𝑋). The first one is a so-
called global cardinality constraint to ensure that the number of dissatisfied
voters is optimal. Here, a global cardinality constraint will be in the form
𝑎1|𝐷| + 𝑎2|𝐹 | + 𝑎3|𝑋| ≤ 𝑟, for a given integer 𝑟. Since we have already
solved MIN-SC and the solution is 𝑐, and since 𝑋 expresses the set of dissatis-
fied voters, we choose 𝑎1 = 𝑎2 = 0, 𝑎3 = 1 and demand that |𝑋| ≤ 𝑐.
Finally, we add the so-called local cardinality constraints. We will produce
a set of constraints depended on a fixed number 𝑑 ∈ {1, … , 𝑛} such that
the constraints will ensure that the maximum degree of every vertex in 𝐹 is
bounded by 𝑑 or equivalently that no voter receives more than 𝑑 delegations
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(apart from the special vertex 𝑎, the degree of which is not needed to be
bounded). To do this, let 𝐼(𝑣) denote the set of edges incident with a vertex
𝑣 in 𝐻 . Then the constraints can be written in the form:

∀𝑣 ∈ 𝑉 ∶ |𝐷 ∩ 𝐼(𝑣)| ∈ [0, 𝐵(𝑣)],where 𝐵(𝑣) =
⎧{
⎨{⎩

𝑛, if 𝑣 = 𝑎,
𝑑, if 𝑣 ∈ 𝑉𝑖𝑛,
1, if 𝑣 ∈ 𝑉𝑜𝑢𝑡.

By using [KKM+19], we can now decide for every 𝑑 if there is an assignment
to the variables 𝐷, 𝐹 , 𝑋 that satisfies 𝜓(𝐷, 𝐹 , 𝑋) together with the global
and local cardinality constraints. For the first value of 𝑑 where this is true,
we can directly translate the solution to a delegation function. In particular,
every edge in𝐷 corresponds immediately to a delegation or abstention in our
original instance, whereas the set 𝐹 describes the voters who cast a ballot.

To summarize, the suggested algorithm is as follows:

Step 1. Use Theorem 5.14 to find an optimal solution, say with cost 𝑐.
Step 2. Transform 𝐺 to the undirected graph 𝐻 , construct 𝜓(𝐷, 𝐹 , 𝑋).
Step 3. For 𝑑 = 1 to 𝑛, decide if the formula 𝜓(𝐷, 𝐹 , 𝑋) is satisfiable sub-

ject to the global and local cardinality constraints introduced above. Stop
in the first iteration where this is true and create the delegation function
from the sets 𝐷 and 𝐹 . □

5.4 Concluding Discussion and Future Directions

In this chapter we presented a model that allows voters to express preferences
over delegations via an approval set. Our main goal has been to optimize the
overall satisfaction of the voters, which implies that it suffices to focus only
on direct delegations to actual voters. Even under this simpler solution space,
the problems we study are intractable, even when the out-degree is a small con-
stant. On the positive side, we have exhibited constant factor approximation
algorithms for graphs of constant maximum out-degree, as well as exact algo-
rithms under the bounded treewidth condition, even when secondary objectives
are also present. It is therefore interesting to see if any other parameter can play
a crucial role on the problem’s computational complexity.

All our results also hold under the generalized model where a graph 𝐺 is given
so that the out-neighborhood 𝑁(𝑣), of voter 𝑣, expresses the set of feasible dele-
gations which is a (possibly strict) superset of her approved delegations. On the
other hand, the case where the approved delegatees of a voter 𝑣 are not necessar-
ily neighbors seems more complex (e.g., a voter approves some other person but
cannot directly delegate to her due to hierarchy constraints). Finally, the results
of Section 5.2 also hold for weighted voters, whereas the results of Section 5.3
only hold if the weights are polynomially bounded in unary form.
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[EGP19] Escoffier et al. (2019): The
Convergence of Iterative Delegations
in Liquid Democracy in a Social Net-
work.
[EGP20] Escoffier et al. (2020): Iter-
ative Delegations in Liquid Democ-
racy with Restricted Preferences.

Another worthwhile direction comes from the fact that the MSO framework pri-
marily serves as a theoretical tool for placing a problem in a certain complexity
class but yields impractical running times. One could proceed with a theoretical
and/or experimental study of tailor-made dynamic programming algorithms for
the problems presented in Section 5.3. Coming to our last result (Theorem 5.17),
an interesting approach for future work would be to provide algorithms with
trade-offs between the total dissatisfaction and the maximum voting power (in-
stead of optimizing one objective and keeping the other as a secondary).

5.4.1 Towards a Game-Theoretic Analysis

We conclude with a preliminary game-theoretic analysis, which can serve as
the basis for a more elaborate future study of these models. Motivated by the
approach of [EGP19; EGP20], we define the following simple game: Say that in
an instance of ASSL each voter 𝑣 acts as a strategic player, whose strategy space
is 𝑁(𝑣) ∪ {𝑣, ⊥}. The utility that she can earn from an outcome is either 1, if
she is satisfied with that outcome, or 0 otherwise. The first relevant question is
whether such games admit pure Nash equilibria, i.e., delegation functions under
which no voter is able to unilaterally change her strategy and increase her utility.
In contrast to the model of rank-based preferences of [EGP19; EGP20], in our
case, Nash equilibria are guaranteed to exist.

Proposition 5.19 In every instance of ASSL, there exists a pure Nash equilib-
rium, which can be computed in polynomial time.

Proof. Let 𝐼 be an arbitrary instance and let 𝑑(⋅) be the following delegation
function which we will prove that produces a Nash Equilibrium.

𝑑(𝑣) =
⎧{
⎨{⎩

𝑣, if 𝑣 ∈ 𝐶,
𝑢, if ∃𝑢 ∈ 𝑁(𝑣) ∩ 𝐶,
⊥, otherwise.

For the second case above, if there are multiple such nodes 𝑢, we pick one
arbitrarily. Under 𝑑, every 𝑣 ∈ 𝐶 is satisfied, and the same for every voter
who approves as her guru a member from 𝐶. Thus such voters do not have
any incentive to deviate. For the remaining voters, there are some satisfied
(those who accept abstaining) and some dissatisfied (those who do not ac-
cept abstaining). Consider a voter 𝑣 who is dissatisfied, and hence 𝑣 ∉ 𝐴.
Suppose that 𝑣 can change her strategy and become satisfied. Since 𝑣 was
dissatisfied before, 𝑑(𝑣) = ⊥. If she decides to cast a ballot in order to im-
prove her utility, she will still remain dissatisfied since 𝑣 ∉ 𝐶 (if 𝑣 belonged
to 𝐶, then 𝑑(𝑣) = 𝑣 and she would have been satisfied from the beginning).
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Similarly, if she decides to delegate to a guru voter 𝑢, it must hold that 𝑢 ∈ 𝐶
and at the same time it must hold that 𝑣 accepts 𝑢 as her guru. But in that
case 𝑑(𝑣)would have been equal to 𝑢 by the definition of 𝑑(⋅), and she would
have been satisfied, a contradiction. Hence, no voter has an incentive to uni-
laterally deviate, and 𝑑(⋅) produces a pure Nash equilibrium. □

In order to evaluate the equilibria of a game (in terms of the derived social good,
or similarly in terms of social cost), we can use the Price of Anarchy as a standard
metric. This can be defined as the worst possible ratio between the optimal
solution for the social good against the number of satisfied voters at a Nash
Equilibrium. Unfortunately, we show below that strategic behavior can lead to
quite undesirable solutions andwe note that this could act as an argument in favor
of using a centralized mechanism, as done in the previous sections, to avoid such
bad outcomes.

Proposition 5.20 The Price of Anarchy for the strategic games of the ASSL
model, can be as bad as Ω(𝑛), even when Δ ≤ 1.

Proof. We need to prove that there is an instance having 𝑛 voters as strategic
players, in which the number of satisfied voters given by an equilibrium is
Ω(𝑛) times worse than the number of satisfied voters given by the optimal
solution. For this, consider an instance 𝐼 , with 𝑛 voters, one of which, namely
voter 𝑐 only accepts abstaining and all the rest only accept delegating to 𝑐.
Note that the graph of the instance is a directed star having edges towards 𝑐.
It is clear that the optimal solution is to have 𝑐 vote and have all other voters
delegate to 𝑐. In this way we have that opt(𝐼) = 𝑛 − 1, since only 𝑐 is
dissatisfied. Let 𝑑(⋅) now be the delegation function such that 𝑑(𝑣) = 𝑐, if
𝑣 ≠ 𝑐 and 𝑑(𝑐) = ⊥.

We claim that 𝑑 induces an equilibrium. Indeed, since 𝑐 is abstaining, no other
voter can affect the outcome by deviating to some other strategy. Hence, we
have found an equilibrium with only one satisfied voter. □

Finally, Proposition 5.20 raises the question of coming up with richer game-
theoretic models of the delegation process (e.g. richer utility functions or re-
peated games) so as to understand thoroughly the effects of strategic behavior
in the proposed framework of LD.
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As discussed in Chapter 5, Liquid Democracy (LD) is a voting framework that
aspires to revolutionize the typical voter’s perception of civic engagement and
ultimately elevate both the quantity and quality of community involvement. At
its core, LD is predicated on empowering voters to determine their mode of par-
ticipation. This can be achieved by either casting a vote directly, as in direct
democracy, or by entrusting a proxy to act on their behalf, as in representative
democracy. Notably, delegations are transitive, meaning that a delegate’s vote
can be delegated afresh, and at the end of the day a voter that has decided to cast
a ballot, votes with a weight dependent on the number of agents that she repre-
sents, herself included. As a result of its flexibility, Liquid Democracy is alleged
to reconcile the appeal of direct democracy with the practicality of representative
democracy, yielding the best of both worlds. The origin of the “liquid” metaphor
remains a matter of debate up to date, with one view being that it stems from the
ability of votes to flow along delegation paths, while an alternative view argues
that it arises from the ability of voters to revoke delegation approvals and contin-
uously adjust their choices. At what follows, we will dive into how the second
opinion serves as a significant driving force behind our research, providing the
essential impetus for our endeavors.

According to [BZ16] there is a number of features that suffice to establish a
framework as a Liquid Democracy one. Most of them are related to the tran-
sitivity property and to the options given to the voters about casting a ballot
or choosing representatives. These are more or less taken into account in all
relevant works that come from the field of Computational Social Choice. A fur-
ther aspect, called Instant Recall, encompasses the ability of voters to withdraw
their delegation at any time. As a matter of fact, in practice, elections allow for
extended (sometimes structured) periods of deliberation, until the votes are fi-
nalized, and Liquid Democracy could serve as a means of debate empowerment.
A withdrawal of delegation may occur for a variety of reasons: a voter may de-
velop doubts on the integrity of her existing representative, or she may discover
a higher alignment of opinion with a different representative, or she may simply
obtain a better understanding of the election issue under consideration. A char-
acteristic that is being shared by all the works in the AI community is that they
all seem to ignore the Instant Recall feature, and examine isolated static dele-
gation profiles. This oversight was identified and criticized by the team behind
the LiquidFeedback platform [BKN+14]

[BKN+14] Behrens et al. (2014): The
Principles of LiquidFeedback.

, the most influential and large scale
experiment of LD. In [BKN+22]

[BKN+22] Behrens et al. (2022): The
Temporal Dimension in the Analy-
sis of Liquid Democracy Delegation
Graphs., inter alia, they state:
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[BDG+22] Brill et al. (2022): Liq-
uid Democracy with Ranked Delega-
tions.

“In a governance system with a continuous stream of decisions, we
expect that participants observe the actions (and even non-actions) of
other participants, in particular the activities of their (direct and in-
direct) delegates as well as the activities of other participants. Based
on their observations, we expect participants to adapt their own be-
haviour in respect to setting, changing, and removing delegations and
their own participation. Based on the track records of the participants,
a network of trust or dynamic scheme of representation proves itself to
be a responsible power structure. [...] We believe that the effects that
occur through observation and adaptation over time are an essential
prerequisite for a comprehensive understanding of Liquid Democracy,
(which) requires a broader view, namely adding a temporal dimension
to delegation models.”

Leaving aside the lack of temporal aspects in the literature, there are also addi-
tional concerns to address in traditional LD models. A crucial disadvantage is
that we may experience delegation cycles or delegation paths towards abstainers,
which result to inevitably lost votes. A way that has been suggested in theory
[BDG+22; GKM+21; KR20] and has been implemented in practice [HL15], in
order to mitigate such issues is to allow each delegating agent to specify an entire
set of agents she approves as potential representatives together with a ranking
that indicates her preferences. Nevertheless, even with these efforts, the dis-
cussed issues may still arise at the election-day. And here is where the temporal
dimension can come into play! The main focus of our work is in proposing a
framework that leverages temporal information to address such concerns, while
also providing a valuable tool for deliberation. In the realm between the algo-
rithmic and axiomatic approaches, our study examines the existence of efficient
delegation rules, i.e., centralized algorithms that take as input the information
from the deliberation phase and prescribe for each non-abstaining participant, a
delegation path to a voter who casts a ballot, so as to meet the axioms outlined
below (for formal definitions and further elaboration refer to Section 6.1):

Confluent Delegation Rules. In models incorporating multiple, ranked, delega-
tions, as the one under consideration, an esteemed property is confluence, which
posits that each voter should have at most one other immediate representative
in the final outcome [BDG+22]. This desirable attribute guarantees that every
voter is instructed to take a single action among the three options: vote, abstain,
or delegate her own and all received ballots to a specific voter. On the contrary,
a non-confluent rule may prompt a voter to delegate different ballots received
from different voters to different representatives, or fractionally distribute her ac-
quired ballots. Such suggestions can be challenging for a voter to follow (even
though they may indeed be meaningful in certain occasions). In addition to its
intuitive nature, confluence is also significant for maintaining transparency and
preserving the high level of accountability inherent in classic LD [GKM+21]

[GKM+21] Gölz et al. (2021): The
Fluid Mechanics of Liquid Democ-
racy..
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Time-Conscious Delegation Rules. The necessity for incorporating the tem-
poral dimension in the design of delegation rules becomes evident when con-
sidering an election where the ballots at the very end of the deliberation phase
produce a cycle or a path to an abstainer, for some voter(s). This, unquestion-
ably problematic, scenario has been a widely recognized issue in the literature,
that results in ballot loss. Our main insight proposes that a viable compromise
to address such situations is by looking into approvals expressed during the pre-
vious time-steps of the deliberation phase. Our work operates under the premise
that if a voter 𝑣 decides to trust a voter 𝑢, at a given time 𝑡, then 𝑣 accepts any
decisions made by 𝑢 at time 𝑡 or earlier (up to a certain number of time-steps
prior to 𝑡, which could be given as a parameter by voter 𝑣). This is because the
decision to approve a delegation to 𝑢 is based on what 𝑣 observes in the previous
time-steps and up until time 𝑡. However, voter 𝑣 still retains the right to revoke
her approval to 𝑢 at a later point in time. If this occurs, then 𝑢 is permitted to
finally represent 𝑣 only if she chooses an action that she had declared at or before
time 𝑡 and, consequently, 𝑢 will represent 𝑣 with a specific opinion that 𝑣 had
indeed approved. We refer to the rules that produce delegation paths respecting
in such a way the ordering of the time-instants at which a delegation is made
available, as time-conscious. We highlight that, in instances where phenomena
of ballot loss do not appear at the end of the deliberation phase, the solutions
we suggest need not involve delegations made in previous time-steps; for the
remaining instances avoiding ballot losses is impossible without utilizing past
delegations. Hence, one can view our procedures as unavoidable compromises
that strike a balance between voters’ participation and satisfiability.

Contribution.

Conceptually, the main contribution of this chapter lies in explicitly
incorporating a temporal dimension into an existing election framework,
broadening the solution space to alleviate recognized drawbacks. This
is putting a stake in the ground in bridging a significant research gap
identified by practitioners. From a technical perspective, our work is
making a pioneering contribution to the Computational Social Choice
literature, since our study incorporates concepts and techniques from
temporal graph theory: a notably novel approach in the field.

We study the compatibility of computational tractability with desirable
axioms of delegation rules, and with the objective of reducing the loss of
votes. More specifically, we are interested in polynomially computable
rules that maximize the total utility of the electorate and are also time-
conscious and confluent. Unfortunately, despite the natural appeal of the
studied requirements, it turns out that this is too much to ask for: our
main result establishes that such a delegation rule does not exist, unless
P=NP, even for simple of the model. Therefore, the best one could hope
for is to sacrifice one of the considered axioms or to resort to special
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cases of the problem. We present results in both directions that effectively
circumvent the hardness. We show that while dropping the requirement
of time-consciousness is sufficient for designing an efficient delegation
rule, certain instances of the problem remain hard when we give away
confluence. In response, we introduce some natural restrictions under
which positive results emerge in the latter case. Furthermore, when we
insist on both axioms, we describe a rule that significantly outperforms
the brute-force solution by exhibiting a running time that is exponentially
dependent only on the number of delegating voters.

Related Work.

To offer a comprehensive view for readers unfamiliar with Liquid Democracy
settings, we begin by providing a concise historical context for the field. This
involves a discussion of works related to LD, aligningwith the concept of “begin-
ning at the beginning” akin to the advice in “Alice’s Adventures inWonderland”;
the author of that novel, Charles Dodgson (also known by his pen name Lewis
Carroll), as early as 1884 [Car84], considers an idea that was meant to be of vital
importance for what we call Liquid Democracy today. According to [Beh17], it
seems that he is the one that, before all else, discussed the aspect of giving the
agents the power to transfer to others their acquired votes. Later on, it was Gor-
don Tullock [Tul67] who initiated the discussion about models that aspire to
occupy the ground between direct and representative democracy, by suggesting
a model that allows voters to decide whether they are interested in casting a bal-
lot or delegate to another voter. Shortly after, unlike Tullock’s suggestion, James
Miller [Mil69], brought forward the idea that voters should not only choose their
mode of participation but should also enjoy the ability to retract a previously
given delegation in a day-to-day basis. At what concerns the nomenclature of
LD, the precise origins are unknown. The best one could refer to, is its seem-
ingly first [Pau14] recorded appearance (in an obsolete wiki, preserved only on
the Internet Archive [say04a; say04b]), in which a user nicknamed “sayke” dis-
coursed about a voting system that lies between direct and representative democ-
racy and aims at increasing civic engagement. However, none of these sources
discussed explicitly the aspect of transitivity of votes, as Dodgson did. Reinven-
tions, amendments and compositions of these ideas started to appear at the early
00’s and we refer to [For14] for an overview of them. The earliest published
works that incorporate the aspects of LD, (roughly) as we consider it today are
[BBC+11; CMM+17; For02; Gre15]. Nowadays, Liquid Democracy is one of
the most active research areas in Computational Social Choice [Bri18; Pau20].

As already mentioned, the primary motivation of our work is due to [BKN+22].
The framework we suggest is a generalization of the model in [BDG+22]. Fur-
thermore, our optimization objective coincides with the one in [EGP19; MP21a].
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1: Scores are implicitly assumed
to be comparable not only be-
tween voters but also across dif-
ferent time-instants for a given
voter; the rationale behind this
will become apparent shortly.
2: It is a fact that only soliciting
scores (excluding rankings) from
voters is sufficient. However, for
simplicity, we could even allow
voters to only submit rankings
(excluding scores). Therefore,
this presentation choice aims to
facilitate adaptation to different
model variants.

To our knowledge, our work is the first that incorporates temporal aspects in
LD models, towards the avoidance of ballot loss. Models exploring dynamic
aspects in LD have also been considered in [EGP19] and [BGL19], but from
a different angle, namely with a focus on a game-theoretic perspective. To be
more precise, our work introduces a temporal dimension by explicitly consid-
ering preferences that voters hold before the election day. This distinguishes it
from [BGL19; EGP19] where instead of deliberation, they iteratively execute
the ballot-casting phase towards reaching “stable” states, rendering past voters’
choices completely unacceptable for the final outcome. Many other directions
and questions related to LD have been extensively examined in the recent lit-
erature: indicatively, recently published works explored aspects including the
study of voting power concentration through the lens of parameterized complex-
ity [DMS21], the efficiency of altering delegations to achieve consistency in par-
ticipatory budgeting settings [JST22], the application of power indices and crit-
icality analysis to voters [CDG23], election bribery in a LD setting [BBR+22],
and the evaluation of LD’s epistemic performance [RHB+22].

6.1 Election Framework and Definitions

In the current section, we provide a detailed description of Temporal Liquid
Democracy, the time-aware voting formalism that we study. We consider elec-
tions in which a set 𝑉 of 𝑛 voters should reach a decision on a certain issue.
Apart from voting themselves, the participants are given two additional options:
abstaining or delegating to other voters. The voters also have some time avail-
able to consider what to do (e.g. to get informed on the issue at hand or to
observe other voters’ choices) and they are allowed to change their mind, per-
haps multiple times, until the actual election-day. We say that such an election
is a Temporal Liquid Democracy Election (t-LD in short) if it consists of:

Û A deliberation phase of𝐿 rounds, where, each voter 𝑣, tries to decidewhether
to personally vote or not. If she decides to cast a ballot at some time 𝑡 ∈ [𝐿],
we consider this as her final decision that will not change in the remaining
rounds. Otherwise, at every time-instant 𝑡 ∈ [𝐿], and as long as a voter 𝑣 has
not decided to cast a ballot herself, she is asked to specify the following:

- A set of approved voters 𝑆𝑡
𝑣 ⊆ 𝑉 ∖ {𝑣} (which may be the empty set, if 𝑣

wants to abstain at round 𝑡), indicating the voters that she trusts to cast a
ballot on her behalf, possibly with different levels of confidence. These
voters may in turn also be willing to delegate their vote to others.

- A (weak) preference ranking over the voters in 𝑆𝑡
𝑣, which induces a par-

tition of 𝑆𝑡
𝑣 into preference groups, according to 𝑣. This is accompanied

by a positive integer score 𝑠𝑐𝑡
𝑣(𝑖), indicating the utility or happiness level

that 𝑣 experiences1 if a voter from her 𝑖-th most preferred group at time
𝑡, will ultimately be selected as her immediate representative.2
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- A non-negative integer-valued trust-horizon parameter 𝛿𝑡
𝑣 ≤ 𝑡 − 1, by

which, she indicates approval for the views held by any voter in 𝑆𝑡
𝑣 up to

𝛿𝑡
𝑣 time-steps prior to time-instant 𝑡.

Û A casting phase, in which all the voters that, during the deliberation phase,
expressed willingness to vote (and only these), cast a ballot on the issue under
consideration. Every voter who did not declare an intention to abstain at 𝑡 =
𝐿, or to vote, is assigned a representative through a prespecified delegation
rule that takes into account the entire deliberation phase. Thewinner(s) of the
election then are elected using some weighted voting rule, where the weight
of a voter is based on the number of participants that she represents.

For an illustrative exposition of our model we refer to Example 6.1 (provided at
the end of the section as some required notation and terminology are yet to be
introduced). We now elaborate on the input that is required from the voters, dur-
ing the deliberation phase. The preference ranking facilitates voters to express
different levels of confidence towards other participants who could potentially
represent them. Also, the scoring function allows the model to capture the cases
where a voter is willing to either increase her scores over rounds due to becom-
ing gradually more informed about another voter’s opinion or in the opposite
direction, decrease scores due to becoming more hesitant about who represents
her. Realistically, we expect voters to have just a few preference groups, and
hence they do not need to submit too many numerical parameters. Furthermore,
the intuition behind the trust-horizon parameters is that the decision of a voter
𝑣 to approve a delegation to 𝑢 at time 𝑡, can be based only on looking at the be-
havior of 𝑢 in the previous rounds and up until time 𝑡 of the deliberation phase.
Since a voter 𝑣 may not agree with 𝑢 in all previous time-steps, the parameter 𝛿𝑡

𝑣
specifies that 𝑣 agrees with the choices made by 𝑢 at any preceding time that is
no more than 𝛿𝑡

𝑣 time-instants before 𝑡. Here by the choices of 𝑢, we mean either
that 𝑢 chooses to vote herself or she chooses to further delegate to other voters
with her own trust-horizon. A simple case to have in mind for the trust-horizon
parameter is when 𝛿𝑡

𝑣 = 𝑡 − 1 (i.e., 𝑣 trusts whatever 𝑢 has chosen at any time
in the past). If this holds for every voter 𝑣 and for any 𝑡 ∈ [𝐿], we say that the
election profile is of retrospective trust.

Variants of the Model and Practical Considerations.
At what follows we (a) present generalizations of our framework where our
positive results persist, (b) identify special cases of the studied problem, that
are of particular interest, where our negative results remain valid and (c) ex-
plore practical adaptations of the model to enhance its applicability in real-
world scenarios.

We commence by listing certain natural generalizations of the studied frame-
work for which the algorithms we proposed still work.
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Û It would be meaningful to allow a voter to specify a different time-horizon
parameter for each of her approved representatives. Notably, our find-
ings are not impacted by the assumption of a uniform trust-horizon for
approved representatives.

Û We have assumed that once a voter commits to voting, her intention to
cast a ballot remains unchanged until the election-day. This assumption
is justified by the fact that once a voter has committed to becoming more
informed on the topic, participating in further deliberation is deemed re-
dundant. Nonetheless, this assumption is made only for technical conve-
nience and could be dropped.

Û Our work reflects the premise that “it is better for a voter to be represented
by someone she previously approved (even if the approval is currently re-
moved) than losing her ballot (due to delegation cycles or paths to abstain-
ers3 3: Paths to abstainers represent a

recognized downside of LD, nev-
ertheless, our model readily ac-
commodates a suggestion of al-
lowing such paths, as our results
still hold when seeking solutions
that only prohibit delegation cy-
cles: a well-motivated and unde-
niable desideratum.

at 𝑡 = 𝐿)”. One way to interpret this, is that it captures scenarios in
which voters make adjustments rather than complete revocations of their
preferences, i.e., removing a delegation maymean that a voter foundmore
preferable choices but not that she necessarily disagrees with past delega-
tions she declared. Nevertheless, we emphasize that this interpretation is
not essential for our results; in cases where a voter wants to fully revoke
a past approval (perhaps due to new information), this can be accommo-
dated through simple modifications, e.g., a final round allowing to specify
the complete removal of some past approvals from any consideration.

We now shift our focus towards exploring noteworthy subclasses of the stud-
ied problem. Remarkably, both hardness results of Theorem 6.1 and Theorem
6.3 continue to stand firm in these cases with minimal or no adjustments in
their proofs.

Û It is reasonable to consider a scenario in which voters’ utility is based on
the recentness of approval, i.e., each delegating voter prioritizes the selec-
tion of a representative that has been approved by her as late as possible
in the deliberation phase.

Û We acknowledge the asymmetry between abstainers’ and non-abstainers’
past opinions that stems from viewing abstention as a complete denial
of participation, potentially unsuitable for subsequent delegation. While
this motivation may be questioned, crucially, we underline that both of
our negative results hold even if abstainers’ past approvals are not to be
disregarded.

Û Another asymmetry appears between abstaining and casting voters. It’s
worth mentioning that abstaining voters may also finalize their decision
sooner in the process, akin to the decision of casting voters.
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Although our aim is to examine the model in its fullest generality, we stress
that in potential real-life implementations, the voters may not need to submit
all the information that we have described in every round. This adjustment
contributes to enhancing the framework’s accessibility and usability. Consid-
erations regarding the adaptability and practical applicability of ourmodel are
expounded below.

Û The scoring function could be automatically generated by the system, given
the (weak) ranking on 𝑆𝑡

𝑣 submitted by each voter. For instance, one could
use the Borda-scoring function (as in [BDG+22]), under which, at any
time-instant, a voter assigns a score of 1 to her last preference group, a
score of 2 to her second to last group, etc, or any other appropriate method.
It is evident now that our model is a strict generalization of the model con-
sidered in [BDG+22], not only because of the temporal dimension but also
because of the more general scoring functions that we allow.

Û The trust-horizon parameter could also be prespecified, so that the voters
do not need to submit any information regarding it, either by assuming
that the trust of every voter goes arbitrarily back in time or for a fixed
number of steps prior to each approval.

Û If voters have the same preferences for consecutive time-steps, theywould
not need to re-specify them in every time-step 𝑡.

Delegation Rules. In the elections we consider, we have three types of partici-
pants. We refer to the voters that declared intention to vote as casting voters, and
these are the only voters who will indeed cast a ballot at the election-day. The
non-casting voters that will abstain from the election are precisely those who do
not approve anyone at the final time-step, e.g. a voter 𝑣 such that 𝑆𝐿

𝑣 = ∅. We
refer to such voters as abstaining voters. The rest of the voters will be called
delegating voters. As evident from the introduction of current chapter, and as
will be further illustrated by the example at the end of this section, the temporal
dimension could be considered valuable, via the notion of time-consciousness,
when the examination of the isolated instance at 𝑡 = 𝐿 cannot produce a feasible
solution (i.e. delegation cycles or paths towards abstainers are unavoidable). A
delegation rule is a mechanism that “resolves delegations” to address such prob-
lematic cases, i.e., a procedure that ultimately assigns to each delegating voter,
a casting voter, possibly via following some path of trust relationships. More
formally, a delegation rule is a function that takes as input the voters’ prefer-
ences, as reported during the deliberation phase of a t-LD election, and outputs
a path to a casting voter, for every delegating voter. A delegation rule should
ask casting voters to vote, abstaining voters to abstain and should not suggest
any delegation path towards an abstainer or introduce delegation cycles.
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4: We are using multigraphs in-
stead of (simple) graphs merely
for technical convenience, and
we note that, alternatively, one
could work with graphs by letting
𝜏 be a function thatmaps edges to
a set of subintervals of [1, 𝐿].
[Mic16]Michail (2016): An Introduc-
tion to Temporal Graphs: An Algo-
rithmic Perspective.
[KKK02] Kempe et al. (2002): Con-
nectivity and Inference Problems for
Temporal Networks.
[Kos09] Kostakos (2009): Temporal
Graphs.
[MMS19] Mertzios et al. (2019):
Temporal NetworkOptimization Sub-
ject to Connectivity Constraints.

5: It is crucial to draw attention
to a departure from the norm,
which is intentionally chosen to
suit the requirements of our appli-
cation: the definition of 𝛿-time-
conscious paths deviates from the
traditional understanding of (tem-
poral) paths in temporal graph
theory, where edges are traversed
in a later order. We refer to the
proof of Theorem 6.1 for a com-
prehensive discussion.

Temporal Graphs. The driving force in our work is to model and analyze t-LD
elections using principles from temporal graph theory. We start with a basic
overview of the concept and the terminology of temporal graphs and following
this, we will introduce some notation that we will use in the remainder. In high
level, a temporal graph is nothing more than a simple, called static, graph in
which a temporal dimension is being added, i.e., a graph that may change over
time. Frequently, a temporal (multi)graph is being expressed as a time-based se-
quence of static graphs. For convenience, we will use an equivalent definition,
under which, a (directed) temporal (multi)graph 𝐺(𝑉 , 𝐸, 𝜏, 𝐿) is determined by
a set of vertices 𝑉 , a (multi)set of directed, temporal edges 𝐸, a discrete time-
labelling function 𝜏 that maps every edge of 𝐸 to a non-empty subinterval of
[1, 𝐿], and a lifespan 𝐿 ∈ ℕ. If the edges of 𝐸 are weighted according to a func-
tion 𝑤 ∶ 𝐸 → ℕ, then we say that 𝐺 is weighted. The interval 𝜏(𝑒) = [𝑠𝑒, 𝑡𝑒],
that is assigned to an edge 𝑒, indicates that 𝑒 is available at the time-instants
that belong to 𝜏(𝑒) (it is possible also that, 𝑠𝑒 = 𝑡𝑒). By allowing 𝐺 to be a
multigraph4 it is permitted for an edge to be present in multiple (disjoint) time-
intervals. Unless otherwise stated, henceforth, by the term graph, we denote a
weighted directed temporal multigraph. For more details on temporal graphs we
refer to a relevant survey [Mic16], as well as to the fundamental and influential
works [KKK02; Kos09; MMS19]. The static variant of a temporal graph is the
static graph that emerges if we ignore the time-labels of its edges. We call a (tem-
poral) graph temporal directed tree rooted at vertex 𝑟 if its static variant contains
a directed path towards 𝑟 from every other vertex and its undirected variant is a
tree. A crucial concept for our work, in the context of temporal graphs, is the no-
tion of time-conscious paths, that satisfy a monotonicity property regarding the
temporal dimension of their edges. Consider a temporal graph 𝐺(𝑉 , 𝐸, 𝜏, 𝐿),
coupled with a tuple 𝛿𝑣 = (𝛿𝑡

𝑣)𝑡∈[𝐿] ∈ ℕ[𝐿] for every vertex 𝑣 of 𝑉 . Let also
𝛿 = (𝛿𝑣)𝑣∈𝑉 and for notational convenience we will occasionally include 𝛿 in
the description of a temporal graph, denoted then by 𝐺(𝑉 , 𝐸, 𝜏, 𝐿, 𝛿). We say
that a path in 𝐺 from 𝑣1 to 𝑣𝑘+1 is 𝛿-time-conscious if it can be expressed as an
alternating sequence of vertices and temporal edges (𝑣𝑖, (𝑒𝑖, 𝑡𝑖), 𝑣𝑖+1)𝑖∈[𝑘], such
that for every 𝑖 ∈ [𝑘] it holds that 𝑒𝑖 = (𝑣𝑖, 𝑣𝑖+1) ∈ 𝐸, 𝑡𝑖 ∈ 𝜏(𝑒𝑖) and for every
𝑖 ∈ [𝑘 − 1] it holds that 𝑡𝑖 ≥ 𝑡𝑖+1 ≥ 𝑡𝑖 − 𝛿𝑡𝑖𝑣𝑖 . Hence, time-consciousness spec-
ifies a traversal of an edge 𝑒 at a time that is no later than the previous edge in
the path, and while 𝑒 is present.5 Similar notions have been applied to various
domains including flight connections detection [WCK+16], information diffu-
sion [HFL15] and disease control through contact tracing [BHN+20]. In the
remainder of Section 6.1, it will become more clear how this notion fits in our
framework. We also call 𝛿-time-conscious, a temporal directed tree, rooted at a
vertex 𝑟, if all its paths towards 𝑟 are 𝛿-time-conscious. For illustrative examples
of the terminology refer to Section 6.A.

Modelling t-LD Elections as Temporal Graphs. The deliberation phase of
a t-LD election, can be modeled as a weighted directed temporal multigraph
𝐺(𝑉 ∪ {⊻}, 𝐸, 𝜏, 𝐿, 𝑤, 𝛿), that is formed by
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6: For convenience, we allow
𝛿 to have empty entries, corre-
sponding to casting voters or to
time-steps during which the cor-
responding voter abstained.

Û a vertex in 𝑉 for every voter, as well as a special vertex ⊻ representing the
voters’ commitment to cast a ballot,

Û a multiset 𝐸 of temporal edges that contains the following: (i) edges that
represent the approvals for delegation per round via a function 𝜏 that assigns
a time-label to every edge, (ii) an edge (𝑣, ⊻), for which 𝐿 ∈ 𝜏((𝑣, ⊻)), for
every vertex 𝑣 that corresponds to a casting voter,

Û a lifespan 𝐿 that represents the duration of the deliberation phase,

Û a function 𝑤 that assigns a weight to every edge (𝑣, 𝑢) of 𝐸, according to
𝑠𝑐𝑡

𝑣, provided that 𝑡 ∈ 𝜏((𝑣, 𝑢)),
Û a vector 𝛿 that, for every voter 𝑣, contains a tuple (𝛿𝑡

𝑣)𝑡∈[𝐿], as declared by 𝑣
during the deliberation phase.6

If 𝐶 is the set of casting voters, then if any such voter had indicated preferences
for potential representatives before deciding to cast a ballot, these preferences,
and their corresponding edges, can be safely disregarded. More precisely, only
the following two types of edges may exist: directed edges of the form 𝑒 = (𝑣, 𝑢)
for 𝑣 ∈ 𝑉 ∖𝐶 and 𝑢 ∈ 𝑉 with 𝜏(𝑒) = [𝑠𝑒, 𝑡𝑒], indicating that at any time-instant
𝑡 ∈ [𝑠𝑒, 𝑡𝑒], voter 𝑢 belongs to 𝑆𝑡

𝑣, and directed edges 𝑒 = (𝑣, ⊻) for 𝑣 ∈ 𝐶
with 𝜏(𝑒) = [𝑠𝑒, 𝐿], indicating that from time 𝑠𝑒 and onwards, voter 𝑣 agrees
to cast a ballot. As already explained before, the deliberation phase implicitly
partitions the set of voters 𝑉 into three sets: the set of casting voters 𝐶, the set
of abstaining voters 𝐴 and the set of delegating voters 𝐷. More formally, 𝐶 =
{𝑣 ∈ 𝑉 ∶ (𝑣, ⊻) ∈ 𝐸}, 𝐴 = {𝑣 ∈ 𝑉 ∖ 𝐶 ∶ 𝐿 ∉ 𝜏((𝑣, 𝑢)), for any (𝑣, 𝑢) ∈ 𝐸}
and 𝐷 = 𝑉 ∖(𝐶 ∪𝐴). The weight function 𝑤 indicates the cardinal preferences
of a voter, as implied by the scores that accompany her preference rankings
during the deliberation phase. Additionally, for convenience, we set to zero
the weights of edges (𝑣, 𝑢) such that 𝑣 corresponds to a casting or an abstain-
ing voter. This choice can be justified by the upcoming discussion of the opti-
mization objective in the “Electorate’s Satisfaction” paragraph. Given a graph
𝐺(𝑉 ∪ {⊻}, 𝐸, 𝜏, 𝐿, 𝑤, 𝛿) that models a t-LD election, a delegation rule returns,
for every delegating voter 𝑣, a weighted directed temporal path from 𝑣 to ⊻,
which infers an assignment of every delegating voter to a casting one. We call a
delegation rule efficient if its output can be computed in polynomial time.

Our Target Axioms Under the Temporal Framework. We proceed to define,
within the framework of temporal graphs, the axioms that constitute the core
focus of our work. We have already discussed them in the analogous paragraphs
of the introduction of the current chapter (see page 106) and we now formally
define them using the framework of temporal graphs.

Definition 6.1 Let 𝐺(𝑉 ∪ {⊻}, 𝐸, 𝜏, 𝐿, 𝑤, 𝛿) be a graph modelling a t-LD
election.
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In Section 6.A and in Exam-
ple 6.1 we provide some exam-
ples of time-conscious and con-
fluent solutions, for further illus-
tration.

1. A delegation rule is time-conscious, if for every delegating voter 𝑣, the
delegation path output for 𝑣 is a 𝛿-time-conscious directed temporal path.

2. A delegation rule is confluent, if the union of the paths output for all the
delegating voters is a directed temporal tree, rooted at vertex ⊻, that spans
the vertices of 𝑉 ∖ 𝐴.

The definition of time-consciousness guarantees that all paths suggested by the
delegation rule satisfy the constraints imposed by the voters, regarding their trust-
horizon parameters. Hence, for any edge (𝑣, 𝑢) in an output path, 𝑢must perform
an action (i.e., choose an edge corresponding to a further delegation or vote
directly) that she had declared at a time that was approved by 𝑣. The definition
of confluence guarantees that for every delegating voter 𝑣, there is a unique path
to a casting voter, that is intended to serve 𝑣 and voters who delegated to 𝑣.

Electorate’s Satisfaction. We make the usual assumptions for Liquid Democ-
racy models that (a) voters completely trust their representatives and (b) trust
between voters is transitive. This implies that if voter 𝑣 accepts voter 𝑢 as her
potential representative, she concurs with any subsequent choice made by 𝑢 and
also extends trust to any voter 𝑤 who may be entrusted by 𝑢. Hence, we note
that the utility experienced by a delegating voter from a delegation rule can be
considered as a local one, being contingent solely on the voter’s immediate rep-
resentative and not influenced by further choices made by the chosen representa-
tive. Therefore, the utility of a delegating voter can be determined by the score
that she declared for her immediate representative, specified by the delegation
rule. Note that two different time-instants 𝑡, 𝑡′ may exist such that 𝑢 ∈ 𝑆𝑡

𝑣 ∩ 𝑆𝑡′
𝑣 .

In these cases, given that the output of a delegation rule is a set of temporal
paths, if the rule suggests a delegation from 𝑣 to 𝑢, it also explicitly specifies the
time-instant at which the delegation will occur, say e.g. at time 𝑡′ and, thereby
the utility of 𝑣 is equal to 𝑠𝑐𝑡′

𝑣 (𝑖), if 𝑢 belongs to the 𝑖-th most preferred group
of 𝑣, at time 𝑡′. Regarding now the casting voters, we do not take into account
their utility since their will to cast a ballot has been realized; we do the same for
abstaining voters. We consider as infeasible every solution that asks a casting
(resp. abstaining) voter to delegate her ballot or abstain (resp. vote), and hence,
our focus will be on the welfare of the delegating voters. Finally, the quality of a
rule is assessed by the total satisfaction it elicits from the electorate which is ex-
pressed as the sum of utilities of all delegating voters. As extensively discussed
already, our goal is to consider the entire deliberation phase so as to address in-
stances where it is unattainable to achieve feasibility by looking only at the final
time-step. Nevertheless, the proposed framework also facilitates exploration of
a broader setting, wherein allowing past consultation can improve a solution’s
quality (with respect to the electorate’s welfare) even when feasible solutions at
the final time-step do exist. Our optimization objective is to maximize the elec-
torate’s satisfaction, a natural and classic choice not only for Liquid Democracy
setups but also for Computational Social Choice in general. The algorithmic
problem our work focuses on is formally defined below.
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RESOLVE-DELEGATION
Given: A graph 𝐺(𝑉 ∪ {⊻}, 𝐸, 𝜏, 𝐿, 𝑤, 𝛿) that represents the deliber-

ation phase of a t-LD election.
Output: Compute a weighted directed temporal path from each dele-

gating voter to ⊻, with the aim of maximizing the total utility
derived from the delegating voters, defined as the sum of the
weights of the paths’ first edges.

Example 6.1 As an illustration, consider the following instance of a t-LD
election with 5 rounds and 6 voters, namely Alice, Bob, Charlie, Daisy, Elsa,
and Fred. Their preferences are outlined below:

Û Alice initially intended to delegate to Charlie. In the second round, she
decided to get informed about the considered issue and vote.

Û Bob did not participate in the deliberation phase during the first round, but
approved Alice in the second round. In the third round, he revoked his
approval of Alice and instead approved Chris and Elsa. Bob’s approval of
Elsa remained until the final round.

Û Charlie approved Alice only in the beginning of the election. He also ap-
proved Bob in the first and third round, but removed his approval (and ab-
stained) in the second round. In the fourth round, Charlie approved both
Daisy’s and Fred’s perspective on the topic at hand, but he removed his
approval of Daisy in the final round.

Û Daisy expressed interest in being a casting voter from the beginning until
the end of the deliberation phase.

Û Although Elsa intended to delegate her ballot to Fred at rounds 2 and 3,
ultimately both refrained from participating.

The described instance can be visualized using the graph shown below.
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We assume that 𝛿𝑡
𝐵 = 1 and 𝛿𝑡

𝐶 = 𝑡 − 1 for every 𝑡 ∈ {1, 2, … , 5}. The
scores assigned by the voters to their approved representatives are encoded by
the form of the edges, where curly edges have weight 1, straight edges have
weight 2, and double-lined edges have weight 3. Dotted edges indicate the
casting voters. The labels of the edges represent the time-intervals of their
presence. In this instance, Alice and Daisy form the set of casting voters,
while Elsa and Fred abstain. Therefore, edge (𝐴, 𝐶) can be removed, since
Alice will definitely cast a ballot. In a 𝛿-time conscious solution, Bob would
not delegate to Charlie, since no 𝛿-time-conscious path to ⊻ using the edge
(𝐵, 𝐶) exists, for instance, edge (𝐶, 𝐴) violates the time-horizon declared
by Bob. Similarly, Charlie would not delegate neither to Alice nor to Bob
at time 1. Since we do not allow Bob to delegate to an abstainer, he must
delegate to Alice, whom she trusted at time 2. Then, there are two possible
outcomes for the delegation rule, depending on the choice made for Charlie.
The edge that maximizes Charlie’s utility is (𝐶, 𝐷). Therefore, the optimal
delegation rule that is both time-conscious and confluent, would suggest the
set of paths {((𝐶, 𝐷), (𝐷, ⊻)), ((𝐵, 𝐴), (𝐴, ⊻))}, achieving a total satisfac-
tion score of 4. Finally, in this example it is plainly evident how the temporal
dimension comes to the rescue: if one were to focus solely on the snapshot
taken at time 5, disregarding the information garnered from the deliberation
phase, the only option would be to ask Bob and Charlie to delegate to ab-
staining voters since at time 5 they only approve Elsa and Fred respectively.
Instead, our framework utilizes the information obtained throughout the delib-
eration phase to propose an outcome that avoids paths towards abstainers and
also avoids delegating cycles.

6.2 Algorithms and Hardness Results

In this section we explore the compatibility of the axioms we have put forward
from Section 6.1, with efficient computation.

Our first result shows that it is impossible to have polynomially computable util-
ity maximizing delegation rules that satisfy simultaneously the axioms of time-
consciousness and confluence, unless P=NP, even under simple, natural restric-
tions. Before stating the result, we discuss the types of instances for which we
establish hardness. It is expected that in real-life elections, voters tend to exhibit
a relatively stable opinion over time, and do not revise their preferences numer-
ous times during the deliberation phase, due to the required effort to process
new information. Similarly, it is reasonable to expect that due to limited cogni-
tive capacity, the voters are only able to partition their accepted representatives
into a few disjoint preference groups. The theorem that follows demonstrates
that the computational intractability of RESOLVE-DELEGATION persists even when
we limit the voters to changing their mind at most once during the deliberation
phase and partitioning their accepted representatives into at most two groups, at
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each round. Furthermore, it holds even for instances of retrospective trust, and
with Borda-scoring functions. Therefore, the primary takeaway is that incorpo-
rating temporal aspects in conjunction with natural requirements does come at a
computational cost.

Theorem 6.1 RESOLVE-DELEGATION in a time-conscious and confluent man-
ner is NP-hard, even for profiles of retrospective trust and under the Borda-
scoring function.

Proof. Given a graph𝐺(𝑉 ∪{⊻}, 𝐸, 𝜏, 𝐿, 𝑤, 𝛿) and a parameter 𝑘, we callΠ
the decision variant of RESOLVE-DELEGATION in a time-conscious and conflu-
ent manner, which asks for the existence of a solution with total satisfaction
at least 𝑘. At what follows, we provide a reduction to Π from the NP-hard
problem [HFL15] [HFL15] Huang et al. (2015): Min-

imum Spanning Trees in Temporal
Graphs.

MINIMUM TEMPORAL SPANNING TREE (t-MST).

We note that in temporal graph theory the term time-respecting is being used
to describe, a temporal path (𝑣𝑖, (𝑒𝑖, 𝑡𝑖), 𝑣𝑖+1)𝑖∈[ℓ], In the t-MST problem, we

are given a temporal graph
𝐺′(𝑉 ′, 𝐸′, 𝜏′, 𝐿′, 𝑤′), as well
as a root vertex 𝑢′

0 ∈ 𝑉 ′ and
an integer 𝑘′. We are asked for
a directed temporal tree of 𝐺′,
called 𝑇 ′, of edge set 𝐸″, that
spans the vertices of 𝑉 ′ and that
has a time-respecting path from
𝑢′

0 to every vertex of 𝑉 ′, such
that ∑𝑒∈𝐸″ 𝑤′(𝑒) ≤ 𝑘′.

such that for every 𝑖 ∈
[ℓ], it holds that 𝑒𝑖 = (𝑣𝑖, 𝑣𝑖+1), 𝑡𝑖 ∈ 𝜏(𝑒𝑖), and 1 ≤ 𝑡1 ≤ 𝑡2 ≤ ⋯ ≤
𝑡ℓ ≤ 𝐿 (also called “journey” or simply “temporal” in the related literature).
The difference between time-respecting and 𝛿-time-conscious paths is that the
paths of the former type are formed by edges whose time-stamps are in non-
decreasing order of visiting, in contrast to the paths of the latter type, whose
edges have time-stamps in non-increasing order, and on top of that, satisfy a
waiting-time constraint indicated by vector 𝛿. We also refer to Section 6.A
for an example.

It is important to highlight that t-MST is NP-hard even for the case where
𝑤′(𝑒) ∈ {1, 2}, ∀𝑒 ∈ 𝐸′, and for every 𝑣 ∈ 𝑉 ′ there exists a 𝑢 ∈ 𝑉 ′, such
that 𝐿′ ∈ 𝜏 ′((𝑢, 𝑣)). It is without loss of generality to assume that 𝑢′

0 has
no in-coming edges in 𝐸′. Furthermore, the hardness holds for instances in
which for any pair of vertices 𝑢, 𝑣 of the input graph 𝐺′(𝑉 ′, 𝐸′, 𝜏 ′, 𝐿′, 𝑤′),
either (𝑢, 𝑣) ∉ 𝐸′, or there are two copies, 𝑒1 and 𝑒2 of (𝑢, 𝑣) in the multiset
𝐸′. In the second case, it also holds that 𝜏 ′(𝑒1) = [1, 𝐿′ − 1], 𝜏 ′(𝑒2) =
[𝐿′, 𝐿′] and that 𝑤′(𝑒1) = 2, 𝑤′(𝑒2) = 1.
Given such an instance (𝐺′(𝑉 ′, 𝐸′, 𝜏 ′, 𝐿′, 𝑤′), 𝑢′

0, 𝑘′) of MINIMUM TEMPO-
RAL SPANNING TREE we create an instance (𝐺(𝑉 ∪ {⊻}, 𝐸, 𝜏, 𝐿, 𝑤, 𝛿), 𝑘) of
Π as follows:

Û let 𝐿 = 𝐿′,

Û for every vertex 𝑢′ ∈ 𝑉 ′ we add a vertex 𝑢 ∈ 𝑉 ,

Û for every directed edge (𝑢′, 𝑣′) ∈ 𝐸′ we add a directed edge (𝑣, 𝑢) such
that𝑤(𝑣, 𝑢) = 3−𝑤′(𝑢′, 𝑣′) (recall that𝑤′(𝑢′, 𝑣′) ∈ {1, 2}) and 𝜏((𝑣, 𝑢))
= 𝜏 ′((𝑢′, 𝑣′)),
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Û we add a special vertex ⊻ and a directed edge 𝑒 = (𝑢0, ⊻) such that
𝑤(𝑒) = 0 and 𝜏(𝑒) = [1, 𝐿],

Û we add one more special vertex 𝑎 ∈ 𝑉 ,

Û for every 𝑡 ∈ [𝐿] and 𝑣 ∈ 𝑉 such that there exists in 𝐸 an out-going edge
from 𝑣 at time 𝑡 of weight 2 but not of weight 1, we add an edge (called
“dummy”) 𝑒 = (𝑣, 𝑎) such that 𝑤(𝑒) = 1 and 𝜏(𝑒) = [𝑡, 𝑡],

Û for every vertex 𝑣 ∈ 𝑉 ∖ {𝑎} that corresponds to a non-casting voter and
for every 𝑡 ∈ [𝐿], we set 𝛿𝑡

𝑣 = 𝑡 − 1,
Û we set 𝑘 to be 3(𝑛 − 1) − 𝑘′.

The special cases for which the hardness holds, stated in the statement of the
theorem, simply follow by the construction. We make the following observa-
tions regarding the t-LD election represented by 𝐺.

- The only vertex that has an out-going edge to ⊻ is 𝑢0. Such an edge is
available at the final time-instant 𝐿 and thus the voter that corresponds to
𝑢0 agrees to cast a ballot till the end of the election; which makes her the
only casting voter.

- The only vertex that doesn’t have an out-going edge at time 𝐿 is 𝑎. More
precisely, 𝑎 has no out-going edges during [1, 𝐿] and thus the correspond-
ing voter opts to abstain from the beginning until the end of the election;
which makes her the only abstaining voter.

- The weights of the out-going edges of every vertex 𝑣 of 𝑉 ∖ {⊻, 𝑢0} at
any time-instant 𝑡, indeed express a weak ranking over the voters that are
being approved by 𝑣 at time 𝑡, due to the dummy edges.

Before continuing, we observe that vertex 𝑎 as well as the edges towards 𝑎
do not affect the rest of the reduction since such edges do not belong to any
path to ⊻, and are not part of any feasible solution of Π. Hence, it is safe to
focus on the subgraph of 𝐺 induced by 𝑉 ∪ {⊻} ∖ {𝑎}, which, for simplicity,
will be called 𝐺(𝑉 ∪ {⊻}, 𝐸, 𝜏, 𝐿, 𝑤, 𝛿), from now on.

For the forward direction, say that (𝐺′, 𝑢′
0, 𝑘′) is a YES-instance of t-MST hav-

ing 𝑇 ′ as a certificate. We will prove that (𝐺, 𝑘) is also a YES-instance of
Π. We select an arbitrary path 𝑝′ of 𝑇 ′ that has 𝑢′

0 as its source vertex, and
we rename its vertices and edges so as 𝑝′ = (𝑢′

𝑖−1, (𝑒′
𝑖, 𝑡𝑖), 𝑢′

𝑖)𝑖∈[𝑞], for some
𝑞 ∈ {1, 2, … , 𝑛}. Since 𝑇 ′ is a subgraph of 𝐺′, the existence in 𝑝′ of the
edge 𝑒′

𝑖 = (𝑢′
𝑖−1, 𝑢′

𝑖), for 𝑖 ∈ [𝑞] and for which 𝑡𝑖 ∈ 𝜏(𝑒′
𝑖) implies the exis-

tence of an edge 𝑒𝑖 = (𝑢𝑖, 𝑢𝑖−1) in 𝐺 that is present at time 𝑡𝑖. Combining
these edges we prove the existence of a path 𝑝 = (𝑢𝑖, (𝑒𝑖, 𝑡𝑖), 𝑢𝑖−1)𝑖∈[𝑞], in𝐺.
Since 𝑝′ is time-respecting, it holds that 1 ≤ 𝑡𝑖−1 ≤ 𝑡𝑖 ≤ 𝐿, 𝑖 ∈ {2, 3, … 𝑞},
and hence, given that the elections represented by𝐺 are of retrospective trust,
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𝑝′ is a 𝛿-time-conscious path. Finally, the path 𝑝 ∪ (((𝑢0, ⊻), 1), ⊻) is a 𝛿-
time-conscious path from 𝑢𝑞 to ⊻. Combining such paths for every vertex
𝑢𝑞 ∈ 𝑉 ∖ {𝑢0}, we can create a subgraph 𝑇 of 𝐺 that is a 𝛿-time-conscious
tree rooted at ⊻ that spans the vertices of 𝑉 ∪ {⊻}.
We now focus on the cost of the edges in 𝑇 . The cost of all edges of 𝑇 ′ is
a sum of values 𝑤′(𝑒′

𝑖) ∈ {1, 2} and the number of edges in 𝑇 ′ are exactly
𝑛 − 1, where 𝑛 = |𝑉 ′| = |𝑉 |. Lets call 𝑑𝑇 ′ the number of edges of weight
2 in 𝑇 ′ then 𝑛 − 1 + 𝑑𝑇 ′ ≤ 𝑘′. Furthermore, it holds that for every edge of
weight 2 (resp. 1) in 𝑇 ′ there is an edge of weight 1 (resp. 2) in 𝑇 and vice
versa. Given that 𝑤(𝑢0, ⊻) = 0, the total weight of edges of 𝑇 is

𝑛 − 1 + (𝑛 − 1 − 𝑑𝑇 ′) = 2(𝑛 − 1) + (𝑛 − 1) − 𝑘′ ≥ 𝑘.

For the reverse direction suppose that there is a directed temporal tree 𝑇 that
verifies a YES-solution of Π and say that 𝐸𝑇 is its edge set. Since 𝑇 is rooted
at ⊻ and the only edge incident to it is 𝑒 = (𝑢0, ⊻), then 𝑒 is definitely part of
𝑇 . Consider the graph 𝑇 ′ that corresponds to the subgraph of𝐺′ that contains
𝑒 as well as an edge (𝑢′, 𝑣′) if and only if (𝑣, 𝑢) belongs to𝐸𝑇 ∖{𝑒}. The fact
that 𝑇 ′ is a time-respecting directed temporal tree that spans the vertices of
𝐺′ and has a path from 𝑢′

0 to every vertex of𝐺′, follows by similar arguments
to the forward direction of the proof.

We now need to prove that the total weight of the edges of𝑇 ′ is at most 𝑘′. It is
known that the total weight of the edges of 𝑇 is at least 𝑘 = 3(𝑛−1)−𝑘′. Lets
call 𝑑𝑇 the number of edges of weight 2 in𝑇 , then (𝑛−1)+𝑑𝑇 ≥ 3(𝑛−1)−𝑘′.
Since every edge of weight 2 (resp. 1) of𝐺′ corresponds to an edge of weight
1 (resp. 2) in 𝐺 and vice versa, the total weight of the edges in 𝑇 ′ equals

(𝑛 − 1) + (𝑛 − 1 − 𝑑𝑇 ) ≤ 2(𝑛 − 1) + (𝑛 − 1 − 3(𝑛 − 1) + 𝑘′) = 𝑘′,

and this concludes the NP-hardness proof. □

We now explore roads to circumvent this impossibility result. Our proposal is
to relinquish either the necessity for efficiency or one of the axioms of time-
consciousness and confluence, in hopes of solving RESOLVE-DELEGATION. Our
findings show that this strategy proves successful for some of the problems that
emerge, which highlights that Theorem 6.1 is not devastating. Notably, most
of the suggested procedures are simple enough and therefore are confirmed as
strong contenders for practical applications.

We begin with studying the easiest variant of RESOLVE-DELEGATION in which the
requirement of time-consciousness is being disregarded. This is mainly done
for the sake of completeness since studying it requires overlooking the temporal
dimension of the instance, which is the defining characteristic of our work. In
order to solve efficiently RESOLVE-DELEGATION in a confluent but not necessarily
time-conscious manner, the delegation rule can treat any input submitted by a
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[Edm67] Edmonds (1967): Optimum
Branchings.

7: To be noted that in [BDG+22],
a confluent delegation rule, re-
ferred to as MinSum, has been
proposed, under a more restricted
voting framework compared to
ours, and its polynomial time
computability has been very re-
cently established [CGN22], us-
ing an approach that is also based
on Edmonds’ algorithm.

voter at any time as if it was not subject to time-related constraints. Since con-
fluence implies that the output should be a directed tree, and since the utility
of each delegating voter is determined by its outgoing edge, then all edges of
the tree with non-zero weight will contribute exactly once to the total satisfac-
tion, and therefore, the objective is to find a (static) directed tree of maximum
total weight, that is rooted at ⊻ and spans the vertices of 𝑉 ∖ 𝐴. To solve this
problem we leverage the well-known algorithm by Edmonds [Edm67] (also in-
dependently discovered in [Boc71; Chu65] and improved in [Tar77]) for the
directed analog of the classic MINIMUM SPANNING TREE problem.7 In this prob-
lem, given a weighted directed static graph 𝐺(𝑉 , 𝐸, 𝑤) and a designated vertex
𝑟 ∈ 𝑉 , we are asked for a subgraph 𝑇 of 𝐺, the undirected variant of which is a
tree, of minimum total cost, such that every vertex of 𝐺 is reachable from 𝑟 by
a directed path in 𝑇 . It is important to note that in our case, the paths we need
to compute are towards a fixed vertex, rather than originate from it. To apply
Edmonds’ algorithm, we adjust the graph 𝐺 as indicated by Algorithm 2.

Algorithm 2: A confluent and efficient utility maximizing delegation rule
for input 𝐺(𝑉 ∪ {⊻}, 𝐸, 𝜏, 𝐿, 𝑤, 𝛿).
1. 𝐺 ∶= static variant of 𝐺
2. 𝑉 ′ ∶= 𝑉 ∪ {⊻} ∖ 𝐴
3. 𝐸′ ∶= {(𝑢, 𝑣) ∶ (𝑣, 𝑢) ∈ 𝐸 ∧ 𝑣, 𝑢 ∈ 𝑉 ′}
4. For every edge 𝑒′ ∈ 𝐸′:
5. 𝑤′(𝑒′) ∶= −𝑤(𝑒), where 𝑒′ ∈ 𝐸′ corresponds to 𝑒 ∈ 𝐸
6. remove duplicates from 𝐸′, retaining only the min-weight edge
7. let 𝐺′ be the (static) directed weighted graph (𝑉 ′, 𝐸′, 𝑤′)
8. 𝑇 ′ ∶= outcome of Edmonds’ algorithm with input (𝐺′, ⊻)
9. Return the path from each 𝑣 ∈ 𝐷 to ⊻ inferred by 𝑇 ′

Theorem 6.2 Algorithm 2 solves RESOLVE-DELEGATION in a confluent manner,
in polynomial time.

Proof. It is immediate that the complexity of Algorithm 2 is polynomial in
the input size. The fact that the output of Algorithm 2 is a directed tempo-
ral tree that spans the vertices of (𝑉 ∪ {⊻}) ∖ 𝐴 follows from the fact that
Edmonds’ algorithm returns a tree that spans the set of vertices of 𝐺′, which
equals (𝑉 ∪ {⊻}) ∖ 𝐴. Additionally, the result of the run of Edmonds’ al-
gorithm is a graph in which every vertex of 𝐺′ is reachable from ⊻. Given
that every edge of 𝐺′ has a corresponding edge in 𝐺 of reverse orientation,
it holds that the output of Algorithm 2 contains a path to ⊻ from every ver-
tex of 𝑉 ∖ 𝐴. Note also that Algorithm 2 is a valid delegation rule since it
assures that abstaining voters will not be asked to vote or to delegate their
rights, that delegating voters will not be asked to delegate to an abstaining
one and that casting voters will be asked to cast a ballot. The proof of these
claims is straightforward.
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[BDG+22] Brill et al. (2022): Liq-
uid Democracy with Ranked Delega-
tions.

[BS15] Behrens and Swierczek
(2015): Preferential Delegation and
the Problem of Negative Voting
Weight.

[KR20] Kotsialou and Riley (2020):
Incentivising Participation in Liquid
Democracy with Breadth-First Dele-
gation.

We finally need to argue about the optimality of the algorithm concerning
the maximization of electorate’s satisfaction. This follows by the fact that
any solution by Edmonds for (𝐺′, ⊻) corresponds to a feasible solution of
RESOLVE-DELEGATION, with the same cost, and vice versa. □

We now shift our focus to efficient utility maximizing delegation rules that sat-
isfy time-consciousness but are not necessarily confluent. Despite not necessar-
ily resulting in a tree structure, such a rule should still suggest a precise path to a
casting voter for every delegating voter 𝑣. Then, the utility of 𝑣 will be derived
from her immediate representative (i.e., the weight of the first edge) in that path,
regardless of whether other paths going through 𝑣may exist for serving other vot-
ers who have delegated to 𝑣. The question of why non-confluent delegation rules
merit investigation is discussed in [BDG+22]. It was discovered that, among a
large family of delegation rules, only non-confluent rules possessed the poten-
tial to satisfy the axiom of copy-robustness, an axiom that is also motivated by
practical considerations [BS15], which, at a conceptual level, guarantees that
neither a delegating voter nor her representative can be better off if the former
casts an identical ballot to the latter instead of delegating. Moreover, there are
non-confluent rules with desirable properties that have been previously studied,
such as the Depth-First-Delegation rule that precludes the possibility of Pareto-
dominated delegations [KR20]. Hence, it is not unprecedented to sacrifice con-
fluence on the altar of attaining other desirable attributes. However, quite sur-
prisingly, even in the absence of a requirement for a confluent rule, RESOLVE-
DELEGATION remains NP-hard, as shown by the following theorem. Notably,
the result holds even for simple scenarios that involve only a brief deliberation
phase, uniform trust-horizon parameters across all voters and a lone delegating
voter. It is orthogonal to the result of Theorem 6.1, since it explicitly uses the
fact that the considered elections are not of retrospective trust.

Theorem 6.3 RESOLVE-DELEGATION in a time-conscious manner is NP-hard,
even for profiles with only a single delegating voter.

Proof. Given a graph 𝐺(𝑉 ∪{⊻}, 𝐸, 𝜏, 𝐿, 𝑤, 𝛿) that models the deliberation
phase of a t-LD election and a parameter 𝑘, we call Π the decision variant of
the problem RESOLVE-DELEGATION in a time-conscious manner, which asks for
the existence of a solution with total satisfaction at least 𝑘. At what follows,
we provide a reduction to Π, from a problem called RESTLESS TEMPORAL PATH,
that was shown to be NP-hard8 8: The result from [CHM+21]

pertains to the undirected vari-
ant of the problem. Neverthe-
less, an analogous result can be
shown for the directed variant by
a straightforward transformation.

in [CHM+21]

[CHM+21] Casteigts et al. (2021):
Finding Temporal Paths Under Wait-
ing Time Constraints.

.

In the RESTLESS TEMPORAL PATH we are given, a temporal graph 𝐺′(𝑉 ′,𝐸′,𝜏′,𝐿′),
two distinct vertices 𝑥, 𝑦 of 𝑉 ′ and an integerΔ. The question is to determine
whether a Δ-restless path from 𝑥 to 𝑦 exists in 𝐺′, where a temporal path
𝑝 = (𝑣′

𝑖−1, (𝑒′
𝑖, 𝑡𝑖), 𝑣′

𝑖)𝑖∈[ℓ] is called Δ-restless if for all 𝑖 ∈ [ℓ], it holds that
𝑒′

𝑖 = (𝑣′
𝑖−1, 𝑣′

𝑖), 𝑡𝑖 ∈ 𝜏 ′(𝑒′
𝑖), and for all 𝑖 ∈ [ℓ − 1] we have 𝑡𝑖 ≤ 𝑡𝑖+1 ≤
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𝑡𝑖 + Δ (in case 𝑡1 + Δ > 𝐿, the rightmost inequality is trivially satisfied); an
example of such a path is provided in Section 6.A. The hardness holds even
for temporal graphs with a lifespan of 3 time instants and even if Δ = 1.
Given an instance (𝐺′(𝑉 ′, 𝐸′, 𝜏 ′, 𝐿′), 𝑥, 𝑦, Δ) of RESTLESS TEMPORAL PATH
we create an instance (𝐺(𝑉 ∪ {⊻}, 𝐸, 𝜏, 𝐿, 𝑤, 𝛿), 𝑘) of Π as follows:

Û let 𝐿 = 𝐿′ + 1,
Û let 𝐺 be the reversed graph of 𝐺′, i.e. 𝑉 = 𝑉 ′ and for every edge 𝑒′ =

(𝑣, 𝑢) of 𝐸′ we add an edge 𝑒 = (𝑢, 𝑣) in 𝐸 such that 𝜏(𝑒) = 𝜏 ′(𝑒′) and
𝑤(𝑒) = 1,

Û we add in the vertex set of 𝐺 a special vertex ⊻ and in 𝐸 an edge (𝑥, ⊻)
with 𝑤((𝑥, ⊻)) = 0 and 𝜏((𝑥, ⊻)) = [1, 𝐿],

Û for every edge (𝑣, 𝑢) and for every time-instant 𝑡 ∈ [𝐿] such that 𝑣 ≠ 𝑥
and 𝑡 ∈ 𝜏((𝑣, 𝑢)), we set 𝛿𝑡

𝑣 = min{𝑡 − 1, Δ},
Û we add a dummy vertex 𝑎with no out-going edges and an edge (𝑦, 𝑎)with

𝑤((𝑦, 𝑎)) = 1 and 𝜏((𝑦, 𝑎)) = [𝐿, 𝐿],
Û we set 𝑘 = 1.

We proceed with a few observations on the profile of t-LD elections that 𝐺
models. First, we have that at time 𝐿 all voters that correspond to vertices
other than 𝑥, 𝑦 want to abstain, since there are no edges in 𝐺′ that are present
at time 𝐿′ + 1. On the other hand, the only edge towards ⊻ in 𝐺 has 𝑥 as its
head, and therefore, 𝑥 corresponds to the only casting voter. Therefore, the
only delegating voter in the created instance is 𝑦, since it corresponds to the
only vertex that has an outgoing edge to a vertex other than ⊻, at the final
time-instant. Furthermore, since all approved representatives of 𝑦 are tied
in the first place of her ranking, and given that the only edge towards ⊻ is
from 𝑥, asking for a time-conscious solution with a total utility of at least 1 is
equivalent to determining whether a time-conscious path from 𝑦 to 𝑥 exists.

For the forward direction, say that 𝑝 is a directed Δ-restless path from 𝑥
to 𝑦 that verifies that (𝐺′, 𝑥, 𝑦) is a YES-instance of the RESTLESS TEMPORAL
PATH problem. Then, the edges of 𝐺 that correspond to edges of 𝑝 in 𝐺′

induce a path from 𝑦 to 𝑥 in 𝐺, since they are of reverse orientation, and
consequently a path from 𝑦 to ⊻. To prove that the path, called 𝑝′, from 𝑦 to
⊻ is 𝛿-time-conscious, we focus on an arbitrary pair of consecutive edges of
𝑝, namely ((𝑢, 𝑣), 𝑡′), ((𝑣, 𝑧), 𝑡″). Given that 𝑝 is Δ-restless in 𝐺′, it holds
that 𝑡′ ≤ 𝑡″ and that 𝑡″ ≤ 𝑡′ + Δ. But then, by the construction of 𝐺, the
path 𝑝′ includes the following two edges: ((𝑧, 𝑣), 𝑡″), ((𝑣, 𝑢), 𝑡′), for which
𝑡″ ≥ 𝑡′ ≥ 𝑡″ − Δ = 𝑡″ − 𝛿𝑡″

𝑧 . By applying the same argument for each pair
of consecutive edges of 𝑝, we conclude that 𝑝′ is indeed 𝛿-time-conscious.
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For the reverse direction, say that (𝐺(𝑉 ∪ {⊻}, 𝐸, 𝜏, 𝐿, 𝑤, 𝛿), 𝑘) is a YES-
instance ofΠ, or in other words that there exists a 𝛿-time-conscious path from
𝑦 to ⊻. Given that the only edge towards ⊻ is from 𝑥 and that it is present at
any time-step of the deliberation phase, there also exists a 𝛿-time-conscious
path, say 𝑝, from 𝑦 to 𝑥. In analogy to the forward direction, selecting an
edge (𝑢, 𝑣) of 𝐸′ if and only if the edge (𝑣, 𝑢) of 𝐸 belongs to 𝑝, establishes
a Δ-restless path from 𝑥 to 𝑦 in 𝐺′, verifying that (𝐺′(𝑉 ′, 𝐸′, 𝜏 ′, 𝐿′), 𝑥, 𝑦)
is a YES-instance of RESTLESS TEMPORAL PATH. □

Continuing with our study of efficient utility-maximizing delegation rules that
are time-conscious but not necessarily confluent, we now turn to exploring po-
tential workarounds to the impossibility result of Theorem 6.3. To overcome the
intractability, we restrict ourselves to the still hard variant where the voters share
the same time-horizon parameter and propose the following relaxations:

(a) Assuming retrospective trust profiles, i.e. 𝛿𝑡
𝑣 = 𝑡 − 1, for every voter 𝑣

and every time-step 𝑡, in which 𝑣 delegates. These profiles are motivated
by the fact that in real life, as long as voters do not change their opinion
arbitrarily, it is likely that a delegating voter will trust another for all the
past steps instead of taking the effort to further refine her trust interval.

(b) Permitting walks instead of only paths, or in other words allowing for
revisits to vertices, along a path from a delegating voter to a casting one.
This enlarges the solution space and can be helpful towards achieving time-
consciousness in certain instances, as it may be necessary to go through a
cycle before being able to satisfy the time constraints.9

9: For an illustration, we refer to
Section 6.A.

The approach of neglecting confluence, enables the development of local del-
egation rules, likewise the rules studied in [CM19], that make a decision for
every voter completely independent of the choices made for the rest of the elec-
torate. For the two relaxations suggested in the previous discussion, we suggest
a simple procedure that, in high level, visits every vertex 𝑣, corresponding to a
delegating voter 𝑣, in a sequential manner, and for each such vertex, it detects a
feasible, i.e. 𝛿-time-conscious, way to reach ⊻, that uses the out-going edge of
𝑣 of maximum possible weight. The aforementioned way of reaching a casting
voter can be computed by a suitable modification of the temporal analog of the
Breadth-First search algorithm from [MMS19], in the case where the input pro-
file is of retrospective trust and by using the polynomial procedure that is based
on Dijkstra’s algorithm, from [BHN+20], in the case where walks are allowed
and all voters share the same trust-horizon parameter.

Concerning the first relaxation, in [MMS19], a polynomial-time algorithm was
suggested to solve a (more general than what we need in our setting) problem,
called FOREMOST PATH. In this, we are given a (unweighted) directed temporal
graph 𝐺(𝑉 , 𝐸, 𝜏, 𝐿), a source vertex 𝑣 ∈ 𝑉 , a sink vertex 𝑢 ∈ 𝑉 , and a time-
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10: To be more precise, the goal
is to select the path that mini-
mizes the arrival time but for our
purposes, this objective is super-
fluous (but harmless).

11: Once again, the problem
studied in [BHN+20] is more
general than the problem we
need to consider here, both in
terms of the input graph and the
optimization objective(s).

instant 𝑡𝑠𝑡𝑎𝑟𝑡 ∈ [𝐿], and we are asked to compute10 a time-respecting path from
𝑣 to 𝑢, that starts no sooner than 𝑡𝑠𝑡𝑎𝑟𝑡 (or report that such a path does not exist).
Recall that, the definition of a time-respecting path has been provided in the
proof of Theorem 6.1.

For the second relaxation, we begin by the following definition: Given, a tem-
poral graph 𝐺(𝑉 , 𝐸, 𝜏, 𝐿, 𝛿) in which all entries of the vector 𝛿 coincide with a
fixed valueΔ, a temporal walk 𝑝 of𝐺 of length ℓ, say 𝑝 = (𝑣𝑖−1, (𝑒𝑖, 𝑡𝑖), 𝑣𝑖)𝑖∈[ℓ]
such that 𝑣𝑖’s are not necessarily all pairwise distinct, is called Δ-restless if for
every 𝑖 ∈ [ℓ] it holds that 𝑒𝑖 = (𝑣𝑖−1,𝑣𝑖) and that 𝑡𝑖 ∈ 𝜏(𝑒𝑖) and for 𝑖 ∈ [ℓ − 1]
it holds that 𝑡𝑖 ≤ 𝑡𝑖+1 ≤ 𝑡𝑖 + Δ. To solve efficiently the relaxation of RESOLVE-
DELEGATION in a time-conscious manner, when walks are allowed, we utilize the
procedure from [BHN+20], that outputs11 a Δ-restless temporal walk between
two vertices, for any fixed Δ.

For compactness, we provide a unified presentation of the positive results, under
Algorithm 3, which handles both of the above relaxations. In the statement of
this algorithm, we will use the term journey to refer either to a path when dealing
with the first relaxation or to a walk when discussing the second one.

Algorithm 3: A time-conscious and efficient utility maximizing delegation
rule for input 𝐺(𝑉 ∪ {⊻}, 𝐸, 𝜏, 𝐿, 𝑤, 𝛿) applicable for profiles of retrospec-
tive trust or profiles in which walks are allowed.
1. For every edge 𝑒 ∈ 𝐸:
2. replace 𝜏(𝑒) with {𝐿 + 1 − 𝑡 ∶ 𝑡 ∈ 𝜏(𝑒)}
3. For every vertex 𝑣 ∈ 𝑉 ∖ 𝐴:
4. 𝐸𝑣 ∶= {(𝑣, 𝑢) ∈ 𝐸 ∶ 𝑢 ∈ (𝑉 ∪ {⊻})}
5. While a journey from 𝑣 to ⊻ hasn’t been found and |𝐸𝑣| > 0:
6. If (𝑣, ⊻) ∈ 𝐸𝑣: pick (𝑣, ⊻) as the path from 𝑣 to ⊻, and exit

the while loop
7. ̃𝑒 ∶= argmax{𝑤(𝑒) ∶ 𝑒 ∈ 𝐸𝑣}
8. If walks are allowed:
9. 𝐺′ ∶= (𝑉 ∪ {⊻}, (𝐸 ∖ 𝐸𝑣) ∪ { ̃𝑒}, 𝜏 , 𝐿, 𝛿)
10. search for a Δ-restless walk from 𝑣 to ⊻ in 𝐺′, if it

doesn’t exist, remove ̃𝑒 from further consideration
11. Else:
12. 𝐺′ ∶= (𝑉 ∪ {⊻}, (𝐸 ∖ 𝐸𝑣) ∪ { ̃𝑒}, 𝜏 , 𝐿)
13. 𝑡𝑠𝑡𝑎𝑟𝑡 ∶= 𝑠 ̃𝑒, where 𝜏( ̃𝑒) = [𝑠 ̃𝑒, 𝑡 ̃𝑒]
14. solve FOREMOST PATH for (𝐺′, 𝑣, ⊻, 𝑡𝑠𝑡𝑎𝑟𝑡), if a solution

is not found, remove ̃𝑒 from further consideration
15. Return the set of determined journeys

Theorem 6.4 Algorithm 3 solves RESOLVE-DELEGATION in a time-conscious
manner, in polynomial time, for profiles of retrospective trust. Moreover, the
same holds for the variant where walks are allowed, for profiles in which there
is a common, fixed trust-horizon parameter, for all voters and time-steps.
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Proof. It is immediate that the complexity of Algorithm 3 is polynomial in
the input size and that the procedure returns a valid delegation rule as it does
not ask abstaining voters to vote or delegate their rights, it does not ask a
delegating voter to delegate to an abstainer, and it asks every casting voter
to cast a ballot. Therefore, we only need to prove that the output is indeed
a set of feasible 𝛿-time-conscious paths from all delegating voters to ⊻, that
maximizes the electorate’s utility.

We begin by proving that the journeys returned by Algorithm 3 indeed max-
imize the electorate’s utility, assuming that the if and else blocks in lines 8
and 11 output a feasible solution, whenever there exists one. To that end, we
first note that since it is sufficient to return a journey from a vertex 𝑣 to ⊻ that
is totally independent from the returned journey from every other vertex to ⊻,
the maximization of the utility of the electorate boils down to the problem of
maximizing the utility of every individual voter. Consider now a delegating
voter 𝑣. Since Algorithm 3 examines the out-going edges of 𝑣 in order of de-
creasing weight, and it stops at the very first time it finds a feasible solution
for 𝑣, this is obviously a solution of maximum utility for 𝑣.
To prove feasibility of the outcome, starting from the case where the input
profiles are of retrospective trust, we claim that the replacement of the edge
time-labels ensures that a time-respecting path from 𝑣 to ⊻ in𝐺′ corresponds
to a 𝛿-time-conscious path from 𝑣 to ⊻ in 𝐺. Say that two consecutive edges
𝑒′

1 and 𝑒′
2 are being used in such a time-respecting path, at time-instants 𝑡′

1 and
𝑡′
2 respectively. Then, 𝑡′

1 ≤ 𝑡′
2. Equivalently, there are two consecutive edges

in 𝐺, say 𝑒1 and 𝑒2 that are present at time-instants 𝑡1 and 𝑡2 respectively.
Since 𝑡′

1 ≤ 𝑡′
2, it also holds that 𝐿 + 1 − 𝑡1 ≤ 𝐿 + 1 − 𝑡2 and therefore,

𝑡1 ≥ 𝑡2. Hence 𝑒1 can be placed before 𝑒2 in a 𝛿-time-conscious path in
𝐺, provided that the input is of retrospective trust. By the optimality of the
outcome of the algorithm for solving FOREMOST PATH, from [MMS19], one
can deduce a feasible time-respecting path from 𝑣 to ⊻ in 𝐺′, which in turn
implies the existence of a 𝛿-time-conscious path from 𝑣 to ⊻ in 𝐺.

Coming now to the case where walks are allowed, the feasibility follows by
the algorithm suggested in [BHN+20] for determining whether a Δ-restless
walk between two specified vertices exist. We need again to use similar ar-
guments to the ones used for the retrospective trust case, showing that the
replacement of the edge time-labels in the first lines of Algorithm 3, ensures
that a Δ-restless path from 𝑣 to ⊻ in 𝐺′ corresponds to a 𝛿-time-conscious
path from 𝑣 to ⊻ in 𝐺. □

Finally, we concludewith studying RESOLVE-DELEGATION in a time-conscious and
confluent manner, but now without the requirement of computational efficiency.
Clearly, if polynomial solvability is no longer a worry, a straightforward brute-
force procedure, which is exponential in the number of edges (and hence in 𝑛)
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Theorem 6.3: RESOLVE-
DELEGATION in a time-conscious
manner is NP-hard, even for
profiles with only a single
delegating voter.

and also in𝐿, can examine all possible trees to maximize the voters’ satisfaction.
However, our objective goes beyond this. We aim at developing a procedure
that could be well-suited for scenarios where the deliberation phase is prolonged,
avoiding exponentiality in𝐿. We focus on designing an algorithmwith a running
time exponentially dependent only on the number of delegating voters |𝐷| (upper
bounded by 𝑛), which would still be suitable in any relatively small community.
Yet, this is not possible without further assumptions, given the negative result of
Theorem 6.3, that holds even for a single delegating voter. Therefore, as before,
we resort to instances of t-LD elections of retrospective trust.

Theorem 6.5 RESOLVE-DELEGATION in a time-conscious and confluent manner
is solvable in time exponential in |𝐷| and polynomial in the remaining input
parameters, for profiles of retrospective trust.

Proof. We suggest a procedure which consists of two components: a reduc-
tion from RESOLVE-DELEGATION in a time-conscious and confluent manner to
the DIRECTED MINIMUM STEINER TREE (D-MST) problem and an execution of an
appropriate algorithm for the latter. In D-MST, we are given a

(static) directed edge-weighted
graph 𝐺′(𝑉 ′, 𝐸′, 𝑤′), where
𝑤′ ∶ 𝐸′ → ℕ, a source 𝑟′ ∈ 𝑉 ′,
a set of vertices ̂𝑉 ⊆ 𝑉 ′ called
terminals, and we are asked for
a subgraph of 𝐺′ that includes
a directed path from 𝑟′ to
any (terminal) vertex of ̂𝑉 , of
minimum possible total weight.

Given a graph𝐺(𝑉 ∪{⊻}, 𝐸, 𝜏, 𝐿, 𝑤, 𝛿) that models the deliberation phase of
a t-LD election of retrospective trust, we refer toΠ as the RESOLVE-DELEGATION
problem in a time-conscious and confluent manner. We will present a reduc-
tion fromΠ to D-MST. Consider an instance ofΠ, say𝐺(𝑉 ∪{⊻}, 𝐸, 𝜏, 𝐿, 𝑤, 𝛿).
We will now construct an instance (𝐺′(𝑉 ′, 𝐸′, 𝑤′), 𝑟′, ̂𝑉 ) of D-MST; an ex-
ample of the proposed construction will follow.

Û we add a source 𝑟′ in 𝑉 ′, that corresponds to ⊻,
Û we add a (terminal) vertex 𝑣′ in ̂𝑉 , for every vertex 𝑣 of 𝐷, a (non-

terminal) vertex 𝑣′ in 𝑉 ′ ∖ ̂𝑉 , for every vertex 𝑣 of 𝐶 and we call all
such vertices “special”,

Û for every edge 𝑒 = (𝑢, 𝑣) ∈ 𝐸 such that 𝑢 ∈ 𝐷 and 𝑣 ∈ (𝑉 ∪ {⊻}) ∖ 𝐴
and for every 𝑡 ∈ 𝜏(𝑒), we add a (non-terminal) vertex named (𝑒, 𝑡) in
𝑉 ′ ∖ ̂𝑉 ,

Û for every pair of edges 𝑒1 = (𝑢, 𝑣), 𝑒2 = (𝑣, 𝑧) of 𝐸, such that 𝑢, 𝑣, 𝑧 ∈
(𝑉 ∪ {⊻}) ∖ 𝐴 and for every 𝑡1 ∈ 𝜏(𝑒1) and 𝑡2 ∈ 𝜏(𝑒2) with 𝑡1 ≥ 𝑡2,
we add in 𝐸′ a directed edge from (𝑒2, 𝑡2) to (𝑒1, 𝑡1) (provided that these
vertices exist) of weight𝑚𝑎𝑥(𝑢)−𝑤(𝑒1)+𝑚𝑖𝑛(𝑢), where𝑚𝑎𝑥(𝑢) (resp.
𝑚𝑖𝑛(𝑢)) is the maximum (resp. minimum) weight of out-going edges of
𝑢, available at any time-instant,

Û for every edge 𝑒 = (𝑣, ⊻) ∈ 𝐸 and for every 𝑡 ∈ 𝜏(𝑒), we add in 𝐸′ a
directed edge from 𝑟′ to (𝑒, 𝑡) of zero weight,
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Û for every edge 𝑒 = (𝑢, 𝑣) ∈ 𝐸 such that 𝑢 ∈ 𝐷 and 𝑣 ∈ (𝑉 ∪ {⊻}) ∖ 𝐴
and for every 𝑡 ∈ 𝜏(𝑒), we add in 𝐸′ a directed edge from (𝑒, 𝑡) to 𝑢′ of
zero weight.

In the following figure, it is illustrated the weighted directed temporal graph
of an instance of problem Π (left) that corresponds to a t-LD election with 1
abstaining voter (𝐸), 2 casting voters (𝐴, 𝐷) and 2 delegating voters (𝐵, 𝐶)
and the weighted directed static graph of the corresponding instance of D-MST
(right), where circled vertices indicate terminals. Dashed, curly and straight
edges are of weights 0, 1 and 2, respectively.

At what follows we will prove that every feasible solution for an instance of
Π, given by a graph 𝐺 of total utility at least 𝑘, implies the existence of a
feasible solution for D-MST in (𝐺′, 𝑟′, ̂𝑉 ) of cost at most 𝑘′, and vice versa,
where 𝑘′ = ∑𝑢∈𝐷(𝑚𝑎𝑥(𝑢) + 𝑚𝑖𝑛(𝑢)) − 𝑘. We start with the forward
direction. We need to show that given a 𝛿-time-conscious temporal tree of 𝐺,
called 𝑇 , which spans the vertices of 𝑉 ∖𝐴, is rooted at ⊻ and its total weight
is at least 𝑘, one can deduce a feasible solution 𝑇 ′ of weight at most 𝑘′ in
the created instance of D-MST. Obviously 𝑇 induces a path from every vertex
𝑣 ∈ 𝑉 ∖ 𝐴 to ⊻, which is of unit length if 𝑣 ∈ 𝐶, and of length greater than 1,
otherwise. For such a path of unit length, there is also a directed path from 𝑟′

to 𝑣′ in 𝐺′, that is of zero cost, which is formed by the edges (𝑟′, ((𝑣′, ⊻),L))
and (((𝑣′, ⊻),L), 𝑣′). Hence, the non-terminal vertex that corresponds to a
casting voter, can be reached from 𝑟′ with no cost, using exactly 2 edges. Let
all such pairs of edges belong to 𝑇 ′.

Wemove on to temporal paths of length greater than 1 in 𝑇 . We select an arbi-
trary path 𝑝 of 𝑇 having ⊻ as its sink vertex and a vertex 𝑢0, that corresponds
to a delegating voter, as its source, and we rename its vertices and edges so
as 𝑢𝑞 = ⊻ and 𝑝 = (𝑢𝑖−1, (𝑒𝑖, 𝑡𝑖), 𝑢𝑖)𝑖∈[𝑞], for some 𝑞 ∈ [𝑛]. Since 𝑝 is a 𝛿-
time-conscious path, for 𝑖 ∈ [𝑞], it holds that 𝑒𝑖 = (𝑢𝑖−1, 𝑢𝑖), 𝑡𝑖 ∈ 𝜏(𝑒𝑖) and,
furthermore, for 𝑖 ∈ [𝑞 − 1] it holds that 𝑡𝑖 ≥ 𝑡𝑖+1. By the construction, there
also exists a path 𝑝′ in 𝐺′ that can be expressed by the sequence of vertices

{𝑟′, ((𝑢′
𝑞−1, 𝑢′

𝑞), 𝑡𝑞), ((𝑢′
𝑞−2, 𝑢′

𝑞−1), 𝑡𝑞−1), …, ((𝑢′
1, 𝑢′

2), 𝑡2), ((𝑢′
0, 𝑢′

1), 𝑡1), 𝑢′
0}.
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We have constructed a directed path from 𝑟′ to 𝑢′
0, and 𝑢′

0 is a terminal vertex
since 𝑢0 corresponds to a delegating voter. By repeating the same procedure
for every path 𝑝 of 𝑇 that has ⊻ as its source, we can form a subgraph of 𝐺′,
say 𝑇 ′, that consists of paths from 𝑟′ to every terminal vertex.

It remains to be proven that 𝑇 ′ is a tree of cost no more than 𝑘′. Suppose
that the undirected variant of 𝑇 ′ contains a cycle. By a similar reasoning to
the above, we can prove that the undirected variant of 𝑇 would also contain
a cycle, which is a contradiction. We will now prove that if the total weight
of the edges in 𝑇 is at least 𝑘 then the weight of the edges in 𝑇 ′ is at most
𝑘′. Observe that for every vertex 𝑣 ∈ 𝑉 ∖ 𝐴, there is only one other vertex
𝑢 ∈ (𝑉 ∪ {⊻}) ∖ 𝐴, such that (𝑣, 𝑢) in 𝑇 (and similarly for 𝑇 ′) and say that,
for convenience, the weight of an edge (𝑣, 𝑢) that belongs to 𝑇 is denoted by
𝑤(𝑣) = 𝑤(𝑣, 𝑢). The total weight of the edges in 𝑇 is ∑𝑣∈𝐷 𝑤(𝑣) ≥ 𝑘. We
focus on a pair of paths of 𝑇 and 𝑇 ′, namely 𝑝 and 𝑝′ respectively. Say that
𝑝 = (𝑢𝑖−1, (𝑒𝑖, 𝑡𝑖), 𝑢𝑖)𝑖∈[𝑞] and that 𝑝′ is formed by

{((𝑢′
𝑞−1, 𝑢′

𝑞), 𝑡𝑞), ((𝑢′
𝑞−2, 𝑢′

𝑞−1), 𝑡𝑞−1), … , ((𝑢′
1, 𝑢′

2), 𝑡2), ((𝑢′
0, 𝑢′

1), 𝑡1)}.
The weight of all edges in 𝑝 equals 𝑤(𝑒1)+𝑤(𝑒2)+⋯+𝑤(𝑒𝑞−1)+𝑤(𝑒𝑞) =
𝑤(𝑢0) + 𝑤(𝑢1) + ⋯ + 𝑤(𝑢𝑞−2) + 𝑤(𝑢𝑞−1). On the other hand, the weight of
all edges in 𝑝′ equals 𝑚𝑎𝑥(𝑢𝑞−1) − 𝑤(𝑢𝑞−1) + 𝑚𝑖𝑛(𝑢𝑞−1) + 𝑚𝑎𝑥(𝑢𝑞−2) −
𝑤(𝑢𝑞−2)+𝑚𝑖𝑛(𝑢𝑞−2)+⋯+𝑚𝑎𝑥(𝑢0)−𝑤(𝑢0)+𝑚𝑖𝑛(𝑢0). Hence, for every
such pair of paths, if 𝑤𝑝 is the total weight of the path 𝑝 (similarly for 𝑝′) and
if 𝑁𝑝 is the set of non-sink vertices of path 𝑝, i.e. 𝑁𝑝 = {𝑢0, 𝑢1, … , 𝑢𝑞−1},
then 𝑤𝑝′ = ∑𝑢∈𝑁𝑝

(𝑚𝑎𝑥(𝑢) + 𝑚𝑖𝑛(𝑢)) − 𝑤𝑝.

Any rooted directed (towards the root) tree with ℓ leaves can be divided into
paths 𝑃1, 𝑃2, … , 𝑃ℓ, such that every path has a leaf as its source and every
vertex (other than the root) belongs to exactly one path as a non-sink vertex.
These paths can be created with the following procedure: Initially say that
only the root of the tree belongs to a set 𝑋. Select as 𝑃1 any path from a leaf
to the root and say that from now on, 𝑋 also contains the vertices of 𝑃1. For
𝑖 = 2, select the path that does not use any vertex of 𝑋 as a non-sink vertex,
starting from an unexplored leaf and ending at a vertex of 𝑋 and call it 𝑃𝑖;
add the vertices of 𝑃𝑖 to 𝑋 and repeat for 𝑖 = 3, … , ℓ.
Therefore, 𝑇 can be represented as a collection of, say ℓ(𝑇 ), such paths in a
way that each of its vertices (other than the root) appears in that collection as
a non-sink vertex exactly once. If we call 𝑤𝑃𝑖

the total weight of edges in 𝑃𝑖,
the cost of 𝑇 can be expressed as ∑𝑖∈[ℓ(𝑇 )] 𝑤𝑃𝑖

, and the cost of 𝑇 ′ equals
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∑
𝑖∈[ℓ(𝑇 )]

( ∑
𝑢∈𝑁𝑃𝑖

(𝑚𝑎𝑥(𝑢) + 𝑚𝑖𝑛(𝑢)) − 𝑤𝑃𝑖
) ≤

∑
𝑢∈𝐷

(𝑚𝑎𝑥(𝑢) + 𝑚𝑖𝑛(𝑢)) − 𝑘 = 𝑘′.

For the reverse direction, we firstly note that it is without loss of generality
to assume that any optimal D-MST of 𝐺′ contains a path from ⊻ to any special
(terminal or non-terminal) vertex, since every special non-terminal vertex 𝑣′

can be reached from 𝑟′ at no cost by following the edges (𝑟′, ((𝑣′, ⊻), 𝐿))
and (((𝑣′, ⊻), 𝐿), 𝑣′), which definitely exist. The rest of the proof follows
from the same arguments presented in the forward direction.

Given an instance (𝐺′(𝑉 ′, 𝐸′, 𝑤′), 𝑟′, ̂𝑉 , 𝑘′), the D-MST can be solved in time
𝑂∗(3| ̂𝑉 |) by a modification of the classic algorithm for the (undirected) MINI-
MUM STEINER TREE problem [DW71] [DW71] Dreyfus and Wagner (1971):

The Steiner Problem in Graphs.
, where the 𝑂∗ notation denotes the sup-

pression of factors polynomial in the input size. Further improvements on
the running time have also been suggested, as outlined in greater detail in
[JLR+17]. By our construction it holds that | ̂𝑉 | = |𝐷|. Hence, RESOLVE-
DELEGATION in a time-conscious and confluent manner is solvable in time
exponential only in the number of delegating voters of the instance, for t-LD
elections of retrospective trust. □

In summary, within this section, we proved that while fulfilling all the desired
attributes concurrently seems implausible, positive results can indeed be attained
in various natural directions.

6.3 Concluding Discussion and Future Directions

Briefly speaking, the main features of Liquid Democracy, as argued in [BZ16],
are the (i) voters’ ability to cast a ballot, (ii) ability to delegate voting rights,
(iii) transitivity of delegations, (iv) ability to modify or recall a delegation. Our
work is the first in the literature, that studies a model satisfying every each of the
above by suggesting delegation rules designed to prevent ballot loss. Inspired
by the proposal of [BKN+22] to add a temporal dimension in the algorithmic
considerations of LD models, and building upon [BDG+22], we studied a LD
framework from a viewpoint that lies in the middle ground between algorithmic
and axiomatic approaches. We intentionally gave significant emphasis on devel-
oping a general model for incorporating temporal aspects and we feel it opens
up the way for several promising avenues for future research. One such direc-
tion is to examine whether time-consciousness (or other time-related axioms) is
compatible with other axioms within LD frameworks, beyond confluence. Also
an intriguing topic is to extend our positive results to further realistic families
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of instances or to further generalizations of t-LD elections, e.g., when the voters
are able to use a more powerful language to express complex preferences. Fur-
thermore, studying an egalitarian objective instead of the social welfare or im-
posing restrictions on the maximum in-degree or on the maximum path-length
in the output of a delegation rule, are perfect candidates for future works on this
area. On top of this, it is also interesting to incorporate the preferences of the
delegating voters over their “final” casting voter representative, instead of their
immediate representative in the output graph. Finally, we also identify as an
important future work topic the use of experimental or empirical evaluations of
LD frameworks that take into account temporal considerations.
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6.A Appendix: Illustrative Examples

This section aims to clarify some of the technical terms and concepts defined and
used in Sections 6.1 and 6.2, through simple illustrative examples. The graphs
in Figure 6.1 will be used as references throughout this section. For ease of
presentation, we have labeled each edge of the graphs in Figure 6.1 with the cor-
responding time instant in which the edge is available, since in these particular
examples, we have assumed that each edge is available for only one time instant.
Specifically, we use the label 𝑡 to denote the time interval [𝑡, 𝑡].

Figure 6.1: Graphs that serve
to demonstrate key concepts and
terminology used in our work.
In the order presented, they cor-
respond to the following con-
cepts: rooted directed trees (𝐺1),
time-conscious paths (𝐺2), con-
fluent delegation rules (𝐺3), rest-
less paths (𝐺4), time-respecting
paths (𝐺5), and restless walks
(𝐺6). An edge labeled 𝑡 is avail-
able only during the time-interval
[𝑡, 𝑡].
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Û Rooted directed trees. In 𝐺1, we observe a static variant of a temporal
directed tree that cannot be said to be rooted at any of its vertices. However,
by replacing the edge (𝑣1, 𝑦1), with its opposite direction, a directed tree
rooted at 𝑢1 is being produced.

Û Time-conscious paths. Consider 𝐺2 to be a temporal graph with a lifes-
pan of 5, and say that 𝑑𝑡

𝑣 = 2 for every vertex 𝑣 and for every time-instant
𝑡 ∈ 1, 2, … , 5. In this case, the only 𝛿-time-conscious path from 𝑦2 to 𝑢2
is (𝑦2, 𝑥2, 𝑤2, 𝑢2). On the other hand, if 𝑑𝑡

𝑦2
= 4 for every time-instant

𝑡 ∈ 1, 2, … , 5, then all paths from 𝑦2 to 𝑢2 except (𝑦2, 𝑤2, 𝑢2) are 𝛿-time-
conscious.

Û Confluent vs non-confluent rules. Suppose 𝐺3 represents the unweighted
variant of the static graph that arises from a temporal graph that models a t-
LD election in which 𝑥3 and 𝑦3 are casting voters, 𝑤3 is an abstaining voter,
and 𝑥3 is the most preferred representative of 𝑣3. Any confluent voting rule
should output either (𝑣3, 𝑥3) or (𝑣3, 𝑦3), but not both, and should not out-
put (𝑤3, 𝑦3). However, if the path that is formed by the edges (𝑢3, 𝑣3) and
(𝑣3, 𝑥3) is an infeasible option (perhaps due to the time-horizon parameters
of the voters), a non-confluent voting rule might propose 𝑥3 as the represen-
tative for 𝑣3 and 𝑦3 as the representative for 𝑢3, via any available path.

Û Restless paths. The notion of Δ-restless paths has been used in the proof of
Theorem 6.3. In 𝐺4, there are two possible paths from 𝑢4 to 𝑥4, but only the
path that goes through 𝑤4 is 2-restless.

Û Time-respecting paths. This concept has been crucially utilized in the proof
of Theorem 6.1, as well as in Algorithm 3. In 𝐺5, there are three paths of
length 2, but only the one that uses the edges (𝑢5, 𝑣5) and (𝑣5, 𝑥5) is time-
respecting.

Û Restless walks vs paths. The importance of allowing walks instead of paths
in the search for restless journeys becomes evident when examining 𝐺6.
Specifically, the absence of an 1-restless path from 𝑢6 to 𝑤6 contrasts with
the existence of an 1-restless walk, by utilizing the cycle between 𝑣6, 𝑥6, 𝑦6,
highlighting the potential for creating more feasible options with the latter
approach.
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Broadly speaking, an election refers to a voting system in which a set of partic-
ipants express their preferences over a set of possible issues or outcomes, and
those are aggregated into a collective decision, typically with a socially desir-
able objective in mind. Besides their “traditional” applications such as parlia-
mentary elections or referenda, elections often underpin the livelihood of mod-
ern systems such as blockchain governance [CS21; KL22] or participatory bud-
geting [AS21; Cab04]. Quite often, voters are called to vote on an extremely
high number of issues, rendering the accurate expression of their preferences ex-
tremely challenging. For instance, the Cardano blockchain uses Project Catalyst
(https://projectcatalyst.io) to allocate treasury funds to community projects, and
routinely receives several thousands of proposals per funding round. Another
application comes from platforms of civic participation, where the users express
support on opinions or proposals [HKP+23].

An unfortunate consequence of these election scenarios is that the voters will in-
evitably have a confident opinion only for a small number of issues (henceforth
proposals), as investing enough time and effort to inform themselves about the
sheer volume of proposals is clearly prohibitive. In turn, the “direct voting” out-
come, even under the best intentions, will most likely be ineffective in capturing
the desires of society, which it would, had the voters been sufficiently informed.
A well-documented possible remedy to this situation is to allow for proxy vot-
ing [CMM+17], a system in which the voters delegate their votes to proxies.
The idea is that those proxies have the time and resources to study the differ-
ent proposals carefully, and vote on behalf of the voters they represent. This
in fact captures voting applications more broadly, where the reason for delega-
tion might be a reluctance to express an opinion, lack of specialized knowledge,
or even limited interest. When those proxies are part of an electorate together
with other voters and proxies, the resulting system is known as Liquid Democ-
racy (see also Chapters 5 and 6). Liquid Democracy has been scrutinized, with
arguments presented in its favor [BDD+21; HHJ+23; RHB+22] and against it
[CM19; KMP21], and at the same time it is being employed in real-world situa-
tions [Pau20] including settings similar to the one studied here, like Catalyst.

A takeaway message from the ongoing debate around delegative voting is that
such processes might indeed be useful under the right circumstances. Extending
this line of thought and motivated by the scenarios presented above, we aim to
identify the potential and limitations of proxy voting with regard to achieving so-
cially desirable outcomes, in settings with incomplete votes. More precisely, in
this chapter we aim to characterize what is theoretically possible with delegation,
and what is impossible, even under idealized conditions.

https://projectcatalyst.io
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Our Setting

We focus on elections in which the aim is to choose one proposal to be imple-
mented from a range of multiple proposals. We introduce a model of proxy vot-
ing, where voters have intrinsic approval preferences over all proposals, which
are only partially revealed or known to the voters themselves. A set of delega-
tion representatives (dReps) can then advertise ballots over the proposals and
the voters in turn may either delegate to a proxy, if there is sufficient agreement
(i.e., over a certain agreement threshold between the proxy’s advertised ballot
and the voter’s revealed preferences), or vote directly. The outcome of the elec-
tion is the proposal with the largest approval score, assembled by the score from
the ballots of the dReps (representing voters who delegated their vote) and the
voters that vote directly. The core question we pose follows:

“Is it possible for the dReps to advertise their preferences appropriately such
that the outcome of the election has an approval score that is a good approx-
imation of the best possible approval score; which would only be achievable
if all voters had full knowledge of their preferences?”

“Best-Case Scenario”

We study the aforementioned question by making the following assumptions:

1. The dReps are fully informed about the preferences of the voters, i.e., they
know exactly the vector of intrinsic preferences for each voter.

2. The dReps themselves do not have actual preferences and their only goal is
to achieve the best possible approximation of the optimal approval score. To
do so they coordinate with each other and advertise their types accordingly.

3. When there are multiple proposals with the maximum revealed score, ties
are broken in favor of those with the highest intrinsic scores.

One should not of course expect all of these assumptions to apply in practice.
We would expect the dReps to be only partially informed about the preferences
of the voters (e.g., via some probabilistic model) and to exhibit some sort of
rational behavior (e.g., needing to be appropriately incentivized to advertise bal-
lots that are aligned with socially-desirable outcomes). Still, studying “best-case
scenario” is already instructive for results in all other regimes. In particular:

Û Our negative results (inapproximability bounds) immediately carry over to
other settings as well, regardless of the choice of the dRep information
model, the rationality model for the dReps, or the choice of the tie-breaking
rule. In other words, we show that certain objectives are impossible, even
when a set of fully-informed dReps coordinate to achieve the best outcome,
hence they are certainly impossible for any other meaningful setting.
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Û Our positive results (approximation guarantees) establish the limits of the
aforementioned impossibilities: if something is not deemed impossible by
our bounds, it should be the starting point of investigations for an informa-
tion/rationality model chosen for the application at hand. Clearly, if our
upper bounds establish that a certain number of dReps suffices to achieve a
certain approximation in the “best-case scenario” setting, one should expect
a slightly larger number of dReps to be needed in practice.

Contribution.

We firstly present a strong impossibility, namely that for any agreement
threshold higher than 50%, the best achievable approximation ratio is lin-
ear in the number of voters. On the positive side, we show that for an
appropriate coherence notion of the instance, capturing the commonali-
ties of the set of proposals that sets of voters are informed about, mean-
ingful approximations are possible. For the natural case of an agreement
threshold of 50%, we show that a single dRep is capable of achieving an
approximation factor of 3, whereas only 2 dReps are sufficient to elect
the optimal proposal. Most significantly, we present general theoretical
upper and lower bounds on the achievable approximation guarantees, de-
pending on the agreement threshold, the number of dReps, and the coher-
ence of the instance.

Related Work. We begin by commenting on some works that are closer in
spirit to ours. Meir et al. [MST21] propose a model with a similar objective, fo-
cusing on the analysis of sortition, i.e., the approximation of thewelfare achieved
by selecting a random small-size committee. In a related direction, Cohensius et
al. [CMM+17] analyze particular delegation mechanisms, under elections with
samples of voters located randomly in a metric space, according to some distri-
bution. Our approach does not consider any randomization, neither for the vot-
ing rule nor for the preferences. Finally, Pivato and Soh [PS20b] also consider
the performance of proxy voting, focusing on understanding when the proxy-
elected outcome coincides with the outcome of direct voting. Again, the model
in [PS20b] is randomized, where the voters delegate based on the probability of
agreement to a proxy, and not based on a deterministic distance function. More-
over, no analysis of approximation guarantees is undertaken in [PS20b]. Our
work can be seen as one that contributes to the corpus of findings in favor of
proxy voting frameworks [BDD+21; HHJ+23; RHB+22], albeit in a markedly
different manner.

There is significant work within the field of Computational Social Choice on
elections with incomplete votes. One stream has focused on the identification
of possible and necessary winners by exploring potential completions of incom-
plete profiles; see [Lan20] for an overview. Recent work has concentrated on the
computational complexity of winner determination under various voting rules
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It is without loss of generality to
assume that 𝑤𝑖 = 1 for all 𝑖 ∈
𝑁 , as we can simply make 𝑤𝑖
copies of voter 𝑖 (with the same
preferences), and all of our re-
sults go through verbatim.

within the framework of incomplete information [BD15; IIB+22; ZYG19]. An-
other direction has studied the complexity of centralized interventions to reduce
uncertainty [ABE+22] (e.g., by educating a selected set of voters or computing
delegations via a centralized algorithm). Furthermore, there has been an ex-
ploration of the effect of minimizing the amount of information communicated
[AAL+19; KKK+11] as well as of the interplay between voters’ limited energy
and social welfare [Ter23]. Considerable attention has been devoted to the ex-
ploration of efficient extensions of incomplete profiles to complete ones that
satisfy desirable properties [EFL+15; Lac14; TKO21]. A conceptually related
area focuses on distortion, investigating the implications of applying rules to
preferences that are less refined than voters’ intrinsic preferences [AFS+21].

7.1 Election Framework and Definitions

In the current section we formally describe the main attributes of the election
setting we study.

Proposals and Voters. Let 𝐶 = {1, 2, … , 𝑚} be a set of candidate propos-
als, where for each proposal there are exactly two options: to be elected or not.
Let also 𝑁 = {1, 2, … , 𝑛} be a set of voters responsible for determining the
elected proposal. Each voter 𝑖 ∈ 𝑁 is associated with approval preferences
𝑣𝑖 ∈ {0, 1}𝑚 over the set of proposals; we refer those as true or intrinsic prefer-
ences. Here, 1 and 0 are interpreted as “accept” (or “support”) and “reject” (or
“oppose”) a proposal, respectively.

Crucial to our model is the fact that voters do not actually know their entire
intrinsic preference vector, but only a subset of it; this could be due to the fact
that they have put additional effort into researching only certain proposals to
verify if they indeed support them or not, but not necessarily all of them.

Formally, we will say that each voter 𝑖 has revealed preferences ̂𝑣𝑖 ∈ {0, 1, ⊥}𝑚,
where ⊥ denotes that the voter does not have an opinion on the corresponding
proposal. As such, we have the following relations between 𝑣𝑖 and ̂𝑣𝑖:

∀𝑗 ∈ 𝐶 ∶ ( ̂𝑣𝑖(𝑗) = 𝑣𝑖(𝑗)) ∨ ( ̂𝑣𝑖(𝑗) = ⊥)

The collection of proposals for which a voter 𝑖 has developed an opinion is re-
ferred to as their revealed set, denoted by 𝑅𝑖 ∶= {𝑗 ∈ 𝐶 ∶ ̂𝑣𝑖(𝑗) = 𝑣𝑖(𝑗)}. Let
𝑚𝑖 ∶= |𝑅𝑖|. Each voter 𝑖 also has an integer weight 𝑤𝑖.

dReps. A delegation representative (dRep) is a “special” voter whose aim is to
attract as many voters as possible to delegate their votes to her, and then partici-
pates in the election with the combined weight of those voters. In contrast with
some of the literature, and consistently with the “best-case scenario” motivation
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1: We could also allow dReps to
abstain in some proposals, and
this would not make any differ-
ence in our setting.

If a voter is attracted by multi-
ple dReps, we assume they del-
egate to any of them arbitrarily;
this choice makes our positive re-
sults stronger, whereas, notably,
our negative results work for any
choice (e.g., even for the more in-
tuitive choice of the closest, in
terms of Hamming distance, ac-
cepted dRep).

Tie-breaking for the winner:
We assume that argmax{⋅}
returns a single winning pro-
posal rather than a winning
set, according to some tie-
breaking rule. Consistently
with our discussion on the
“best-case scenario” (see
page 135), we assume that
the tie-breaking is always in
favor of the proposal with
the maximum intrinsic score.

(see page 135), we view dReps as unweighted agents, devoid of personal prefer-
ences over the proposals, with the responsibility of facilitating the election of a
proposal that attains substantial support from the voters.

For any proposal 𝑗 ∈ 𝐶, every dRep has an advertised, “intended” vote (or type),
𝑡(𝑗) ∈ {0, 1}, which is visible by the voters. We assume here that dReps present
votes for all proposals.1 We will sometimes abuse the notation and refer by 𝑡
both to the type vector of a dRep as well as to the dRep itself. The distance
between a voter 𝑖 and a dRep of type 𝑡 is calculated using the Hamming distance
function and is dependent on the revealed preferences of 𝑖 and the advertised
type of 𝑡 in proposals that are revealed to 𝑖. Formally, let 𝑡|𝑖 be the projection
of the type 𝑡 to the proposals that belong to 𝑅𝑖. Then we define the distance
between a voter 𝑖 and a dRep 𝑡 as 𝑑(𝑖, 𝑡) ∶= 𝐻( ̂𝑣𝑖, 𝑡|𝑖).

Agreement Threshold. For a voter to delegate their vote, they have to agree
with the dRep in a certain number of proposals. This is captured by a threshold
bound, any agreement above which results in delegation. To make this formal,
we will assume that voter 𝑖 delegates their vote to a dRep when their distance to
the dRep’s type, taking into account only the voter’s revealed preferences, is at
most ⌊𝑚𝑖−𝑘𝑖

2 ⌋, where 𝑘𝑖 is a parameter quantifying the reluctance of voter 𝑖 to
entrust their voting power to a proxy. Obviously 𝑘𝑖 ≤ 𝑚𝑖, for every 𝑖, and we
will mainly focus on scenarios in which all voters have the same parameter, thus
𝑘 = 𝑘𝑖, for every voter 𝑖. For example, when 𝑘 = 0, a voter delegates their vote
if they agree with the dRep in at least half of the proposals in their revealed set;
we will refer to this case as majority agreement (see also [CW23; FW22b] for
a use of a very similar threshold in a difference context). Given a dRep of type
𝑡, we say that 𝑡 attracts a set of voters 𝐴(𝑡) ∶= {𝑖 ∈ 𝑁 ∶ 𝑑(𝑖, 𝑡) ≤ ⌊𝑚𝑖−𝑘𝑖

2 ⌋}.
Additionally we define 𝐴(𝐷), for a set of dReps 𝐷 as

𝐴(𝐷) ∶= {𝑖 ∈ 𝑁 ∶ ∃ 𝑡 ∈ 𝐷 s.t. 𝑑(𝑖, 𝑡) ≤ ⌊𝑚𝑖 − 𝑘𝑖
2 ⌋}.

Preference Profiles. Let 𝑉 = (𝑣𝑖)𝑖∈𝑁 and ̂𝑉 = ( ̂𝑣𝑖)𝑖∈𝑁 . We call intrinsic
preference profile 𝑃 = (𝑁, 𝐶, 𝑉 ) a voting profile that contains the intrinsic
preferences of the voters in 𝑁 on proposals from 𝐶. Similarly, we call revealed
preference profile ̂𝑃 = (𝑁, 𝐶, ̂𝑉 ) the voting profile that contains their revealed
preferences. Finally, ̂𝑃𝐷 = (𝑁, 𝐶, ̂𝑉 ∪ 𝐷) refers to the preference profile on
proposals from 𝐶, that contains the revealed preferences of the voters in 𝑁 as
well as the advertised types of the dReps in 𝐷.

Approval Voting Winners. The winner of the election is the proposal with
the highest (weighted) approval score. Formally, let 𝑠𝑐(𝑗) denote the score of
a proposal 𝑗 ∈ 𝐶 in the profile 𝑃 , i.e., the total weight of the voters 𝑖 ∈ 𝑁
such that 𝑣𝑖(𝑗) = 1. A proposal 𝑗 ∈ 𝐶 is the winning proposal in the profile
𝑃 if 𝑠𝑐(𝑗) ≥ 𝑠𝑐(𝑗′), ∀𝑗′ ∈ 𝐶. Similarly, we define ̂𝑠𝑐(𝑗) and ̂𝑠𝑐𝐷(𝑗) to be
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the score of a proposal 𝑗 ∈ 𝐶 in the profile ̂𝑃 and ̂𝑃𝐷, respectively. Note
that ̂𝑠𝑐(𝑗) represents the score that proposal 𝑗 would attain if all voters were to
vote directly and ̂𝑠𝑐𝐷(𝑗) comprises the scores of the dReps (whose weight is
the total weight of the voters they have attracted) and the scores of the voters
that have not delegated their votes to any dRep, i.e., that are voting directly. Let
win(𝑃 ) ∶= argmax{𝑠𝑐(𝑗), 𝑗 ∈ 𝐶} and opt(𝑃 ) ∶= 𝑠𝑐(win(𝑃 )). The same
notions can be extended to profiles ̂𝑃 and ̂𝑃𝐷.

Our goal is to select a set of 𝜆 dReps that will collectively (by participating in the
election and representing voters according to the submitted thresholds) ensure
that a proposal of high intrinsic approval score will be elected. We refer to this
problem generally as PROXY SELECTION.

PROXY SELECTION(𝑃 ,�̂� ,𝑘,𝜆)
Given: An intrinsic voting profile 𝑃 and a revealed voting profile �̂�

on a set 𝐶 of 𝑚 proposals and a set 𝑁 of 𝑛 weighted voters;
the voters’ true (resp. revealed) preferences 𝑉 (resp. ̂𝑉 ); a pa-
rameter 𝑘, so that a voter 𝑖 is attracted by a dRep with type 𝑡 if
𝑑(𝑖, 𝑡) ≤ ⌊𝑚𝑖−𝑘

2 ⌋; an upper bound 𝜆 on the number of dReps.
Output: Specify type vectors for all dReps in 𝐷, with |𝐷| ≤ 𝜆, such

that win(𝑃 ) = win( ̂𝑃𝐷).

The performance of a suggested set of dReps is measured in terms of how well
the intrinsic score of the winning proposal under their presence approximates
the highest intrinsic approval score. Formally:

Definition 7.1 Let 𝜌 ≥ 1. We say that a set of dReps 𝐷 achieves a 𝜌-
approximation if 𝑠𝑐(win( ̂𝑃𝐷)) ≥ 1

𝜌 𝑠𝑐(win(𝑃 )).

One might be inclined to believe that attracting a sufficiently large set of vot-
ers is enough to achieve an analogous approximation ratio guarantee, e.g., that
attracting half of the voters would result in a 2-approximation. The following
proposition establishes that this is not the case. It demonstrates that the attraction
part is only one component towards solving PROXY SELECTION, and, therefore,
achieving good approximations requires further insights.

Proposition 7.1 It is possible for a single dRep to attract half of the voters
without achieving a 2-approximation.

Proof. Consider an instance with three voters and four proposals. Voters’ in-
trinsic preferences are presented in the table below, where the revealed pref-
erences are given in white background.
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𝐼1 𝐼2 𝐼3 𝐼4

voter 1 1 1 0 0

voter 2 1 0 1 1

voter 3 1 0 1 1

It is evident that win(𝑃 ) = 𝐼1, and opt(𝑃 ) = 3. At the same time the dRep
that votes in favor of all proposals attracts 2 out of the 3 voters, namely voter
2 and voter 3. This means that ̂𝑠𝑐𝐷(𝐼1) = |𝐴(𝐷)| = 2 (where, recall that 𝐷
is the set of dReps, here consisting of the single aforementioned dRep), while

̂𝑠𝑐𝐷(𝐼2) = 3, since both the dRep and voter 1 vote in favor of 𝐼2. However,
𝑠𝑐(𝐼2) = 1 = 1

3opt(𝑃 ), and consequently, the dRep that votes in favor of all
proposals, attracting at least half of the voters, cannot yield an approximation
factor better than 3. □

Before we proceed, we highlight that if the tie-breaking rule is not in favor of
electing the optimal proposal, then the situation can be much worse; in fact, the
approximation can be infinite as demonstrated by the following example.

Example 7.1 Consider an instance with 𝑛 voters and 𝑚 proposals. Voters’
intrinsic preferences are presented in the table below, where the revealed pref-
erences are given in white background.

𝐼1 𝐼2 𝐼3 ⋯ 𝐼𝑚

voter 1 1 0 1 ⋯ 1
⋯ ⋯ ⋯ ⋯ ⋯

voter 𝑛 1 0 1 ⋯ 1

It holds that win(𝑃 ) = 𝐼1, and opt(𝑃 ) = 𝑛. Suppose that we select as
dRep the one that advertises 1 for every proposal under consideration. Then,
𝐴(𝐷) = 𝑁 . However, the presence of this dRep in𝐷 implies that ̂𝑠𝑐𝐷(𝑗) = 𝑛,
for every proposal 𝑗. Breaking ties in an adversarial manner, results to the
election of 𝐼2, albeit 𝑠𝑐(𝐼2) = 0, which leads to an infinite approximation.

We conclude the section with the definition of an important notion for our work,
that of a coherent set of voters, i.e., sets of voters with the same revealed sets.
Several of our positive results will be parameterized by properties of those sets,
such as the size of the largest coherent set.

Definition 7.2 A set of voters𝑁 ′ ⊆ 𝑁 is called coherent if𝑅𝑖 = 𝑅𝑖′ , ∀𝑖, 𝑖′ ∈
𝑁 ′. An instance of PROXY SELECTION is called coherent if 𝑁 is coherent.
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Importantly, given an instance of PROXY SELECTION, it is computationally easy
to verify if it is coherent, or to find the largest coherent set of voters.

Claim 7.2 Given an instance of PROXY SELECTION, we can in polynomial time
identify the largest coherent set and its size. Furthermore, we can in polyno-
mial time decide if the instance is coherent.

Proof. The first part of the statement obviously implies the second, which
solely necessitates verifying whether the size of the largest coherent set is 𝑛.
Now, given the intrinsic preferences 𝑃 of an instance of PROXY SELECTION
we can find the largest coherent set via the following simple algorithm. For
every voter 𝑖, find a set of voters that can form a coherent set together with 𝑖,
namely {𝑖′ ∈ 𝑁 ∶ 𝑅𝑖 ≡ 𝑅𝑖′}. Among the sets obtained this way, select one
of maximal cardinality. The described procedure runs in time 𝑂(𝑛2𝑚). □

7.2 Approximations and Impossibilities

We start our investigation with the case of a single dRep (𝜆 = 1). Ourmain result
here is rather negative, namely that no matter how the dRep chooses their vote,
the approximation ratio cannot be better than linear in the number of voters.

Theorem 7.3 For a single dRep and any 𝑘 > 0, the approximation ratio of
PROXY SELECTION is Ω(𝑛).

Proof. Consider an instance with an odd number of 𝑚 > 3 proposals and
𝑛 = 𝑚 − 1 voters, where 𝑘𝑖 > 0, ∀𝑖 ∈ [𝑛], such that:
- For every voter 𝑖 ∈ [𝑛], their preferences with respect to proposal 𝑚 are
as follows: 𝑣𝑖(𝑚) = 1 and ̂𝑣𝑖(𝑚) = ⊥.

- The remaining 𝑚 − 1 proposals are partitioned in 𝑚−1
2 pairs, say {1, 2},

{3, 4}, … , {𝑚−2, 𝑚−1} and for each one of these 𝑚−1
2 pairs, say {𝑗, 𝑗+

1}, there are two distinct voters, namely 𝑗 and 𝑗 + 1, where voter 𝑗 votes
in favor of both proposals 𝑗 and 𝑗 + 1 whereas voter 𝑗 + 1 votes in favor
of 𝑗 but against 𝑗 + 1; for every other proposal 𝑗′, it holds that 𝑣𝑖(𝑗′) = 0
and ̂𝑣𝑖(𝑗′) = ⊥, where 𝑖 ∈ {𝑗, 𝑗 + 1}.

Say that𝑃 and ̂𝑃 are the intrinsic and revealed profiles of the created instance,
respectively. Clearly, win(𝑃 ) = 𝑚 and opt(𝑃 ) = 𝑛. We claim that a single
dRep, called 𝑡, regardless of their advertised type, will contribute to electing
a proposal 𝑖 that satisfies 𝑠𝑐(𝑖) ≤ 2, leading to an inapproximability of 𝑛

2 .
Towards this, first notice that 𝑡 cannot attract both voters of any pair. This is
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easy to see, as a distance of max{0, ⌊𝑚𝑖−𝑘𝑖
2 ⌋} for 𝑚𝑖 = 2 and 𝑘𝑖 ≥ 1 means

agreement on both revealed proposals. As a result, for any such pair of voters,
𝑡 will either attract zero or one voter(s).
Consider first the scenario where 𝐴({𝑡}) = ∅. In this case, since ̂𝑠𝑐𝐷(𝑚) =
0 < ̂𝑠𝑐𝐷(𝑗) for any proposal 𝑗 ≠ 𝑚, it holds that there exists a proposal 𝑗′

such that win(𝑃𝐷) = 𝑗′ for which 𝑠𝑐(𝑗′) = 2, or in other words, the direct
voting will lead to the election of an outcome that is being accepted by exactly
two voters. On the other hand, if 𝑡 attracts at least one voter, say 𝑖 where 𝑖 is
odd (resp. 𝑖 is even), then 𝑡 must have voted in favor of at least one proposal
apart from proposal 𝑚, namely for proposal 𝑖 (resp. for proposal 𝑖 − 1), or
else 𝑖 would not fully agree with 𝑡. But then, voter 𝑖 + 1 (resp. 𝑖 − 1), who
is not attracted by 𝑡, is also voting in favor of proposal 𝑖 (resp. for proposal
𝑖−1). This results to a proposal 𝑖 such that ̂𝑠𝑐𝐷(𝑖) = ̂𝑠𝑐𝐷(𝑚)+1. Therefore,
the winning proposal is not 𝑚 but a proposal 𝑖 for which 𝑠𝑐(𝑖) ≤ 2. □

Theorem 7.3 should be interpreted as a very strong impossibility result since it
holds even in the “best-case scenario” (see page 135). A natural follow-up ques-
tion is whether some meaningful domain restriction can circumvent this impos-
sibility. For this, we will appeal to the notion of coherent sets of voters and we
will show a bounded approximation guarantee that degrades smoothly as the size
of the largest coherent set grows and as the agreement threshold decreases.

Theorem 7.4 For a single dRep, PROXY SELECTION admits an approximation
ratio of min{𝑛, 3𝑛(𝑘+2)

2|𝑆| }, where 𝑆 is the largest coherent set of voters.

Proof. In the current proof, as well as in other proofs of the chapter, we will
denote by dRep0 and dRep1 the delegation representatives whose advertised
types with respect to a proposal 𝑗 ∈ 𝐶, are as follows:

dRep0(𝑗) = {1, if 𝑗 = win(𝑃 ),
0, otherwise.

dRep1(𝑗) = 1, ∀𝑗 ∈ 𝐶.

We begin with the following statement. It is a direct consequence of the
proof of Theorem 7.23, which wewill present later on in the text, but will also
come in handy for the present proof. To maintain the flow of our presentation
and prevent redundant repetition of arguments, we opted to use this forward
reference.
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Claim 7.5 Consider a coherent instance of PROXY SELECTION, for any set of
proposals, and any set of voters, either 1/3 of the voters agree with dRep0
on at least half the proposals, or the winning proposal of direct voting
receives a score that is at least 1/3 of the votes.

Next, we state and prove the following lemma.

Lemma 7.6 In a coherent instance of PROXY SELECTION, either 𝑠𝑐(win(�̂� ))≥
2𝑛

3(𝑘+2) , or |𝐴(dRep0)| ≥ 2𝑛
3(𝑘+2) . Hence, an approximation factor of

3(𝑘+2)
2

can be achieved.

Proof of Lemma 7.6. Consider a coherent instance, and let 𝑅 be the set of
proposals that are revealed to all voters. If win(𝑃 ) ∈ 𝑅, then the optimal
proposal will be elected by direct voting. Therefore, we focus on the case
where win(𝑃 ) ∉ 𝑅. Suppose that there exists a proposal 𝑗′ ∈ 𝐶 such that

̂𝑠𝑐(𝑗′) ≥ 2𝑛
3(𝑘+2) . But then the proof follows by the fact that 𝑠𝑐(𝑤𝑖𝑛( ̂𝑃 )) ≥

̂𝑠𝑐(𝑤𝑖𝑛( ̂𝑃 )) ≥ ̂𝑠𝑐(𝑗′). So we can also assume that for every proposal 𝑗 ∈ 𝐶,
it holds that ̂𝑠𝑐(𝑗) < 2𝑛

3(𝑘+2) . To continue with the proof of the lemma, we
will need the following claim.

Claim 7.7 Consider a coherent instance, with𝑅 being the set of proposals
commonly revealed to all voters. Suppose also that ̂𝑠𝑐(𝑗) < 2𝑛

3(𝑘+2) for
any 𝑗 ∈ 𝑅. For any 𝑟 ∈ [𝑘] and for any set 𝑆𝑟 ⊆ 𝑅 of 𝑟 proposals,
let 𝑍(𝑆𝑟, dRep0) be the set of voters that totally agree with dRep0 in all
proposals of 𝑆𝑟. Then |𝑍(𝑆𝑟, dRep0)| ≥ (𝑘+2−𝑟)𝑛

(𝑘+2) .

Proof of Claim 7.7. We will prove the statement by induction on 𝑟. To prove
it for 𝑟 = 1, we define 𝑁𝑗 ∶= |{𝑖 ∈ 𝑁 ∶ ̂𝑣𝑖(𝑗) = 0}|, for any proposal 𝑗 ∈ 𝐶.
Then, by the fact that ̂𝑠𝑐(𝑗) < 2𝑛

3(𝑘+2) < 𝑛
(𝑘+2) it holds that 𝑁𝑗 ≥ 𝑛− 𝑛

(𝑘+2) ≥
(𝑘+1)𝑛
(𝑘+2) , and the induction base follows. Say now that the statement holds for
a fixed 𝑟′ < 𝑘 and call 𝑆𝑟′ ⊆ 𝑅 an arbitrary set of 𝑟′ proposals.

We build a set 𝑆𝑟′+1 by adding to 𝑆𝑟′ an arbitrary proposal 𝑗 ∈ 𝑅 ∖ 𝑆𝑟′ .
Observe that by the fact that ̂𝑠𝑐(𝑗) < 2𝑛

3(𝑘+2) < 𝑛
(𝑘+2) , it holds that at least

(|𝑍(𝑆𝑟′ , dRep0)| − 𝑛
(𝑘+2)) voters from 𝑍(𝑆𝑟′ , dRep0) are voting against 𝑗.

|𝑍(𝑆𝑟′+1, dRep0)| ≥ (𝑘 + 2 − 𝑟′)𝑛
(𝑘 + 2) − 𝑛

(𝑘 + 2) = (𝑘 + 2 − (𝑟′ + 1))𝑛
(𝑘 + 2)

Hence, Claim 7.7 indeed holds. ⊠

We now continue with proving Lemma 7.6. We fix 𝑟 = 𝑘 and a set 𝑆𝑘 ⊆ 𝑅
of 𝑘 proposals, in Claim 7.7. Note that by the discussion in Section 7.1, we
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Theorem 7.4: For a single
dRep, PROXY SELECTION admits
an approximation ratio of
min{𝑛, 3𝑛(𝑘+2)

2|𝑆| }, where 𝑆 is
the largest coherent set of voters.

Theorem 7.3: For a single dRep
and any 𝑘 > 0, the approxima-
tion ratio of PROXY SELECTION is
Ω(𝑛).

know that 𝑘 ≤ 𝑚𝑖 for every voter 𝑖, and therefore |𝑅| ≥ 𝑘, so that we can
choose such a set 𝑆𝑘. We then apply Claim 7.5 for the (coherent) subinstance
induced by the voters in 𝑍(𝑆𝑘, dRep0) and the proposals in 𝐶 ∖ 𝑆𝑘. This
implies that either at least |𝑍(𝑆𝑘,dRep0)|

3 voters agree with dRep0 in at least
⌈ |𝐶∖𝑆𝑘|

2 ⌉ proposals of 𝐶 ∖ 𝑆𝑘, or there is a proposal 𝑗 ∈ 𝐶 ∖ 𝑆𝑘 with ̂𝑠𝑐(𝑗) ≥
|𝑍(𝑆𝑘,dRep0)|

3 . Using now Claim 7.7, we have that |𝑍(𝑆𝑘,dRep0)|
3 ≥ 2𝑛

3(𝑘+2) , and
thus the second case is infeasible, since we have assumed that ̂𝑠𝑐(𝑗) < 2𝑛

3(𝑘+2) ,
for any 𝑗 ∈ 𝐶. Coming to the first case, the voters that agree with dRep0 in
at least ⌈ |𝐶∖𝑆𝑘|

2 ⌉ proposals of 𝐶 ∖ 𝑆𝑘, also agree with dRep0 in all proposals
of 𝑆𝑘. This leads to a total agreement with dRep0 of at least

𝑘 + ⌈|𝐶 ∖ 𝑆𝑘|
2 ⌉ = 𝑘 + ⌈𝑚 − 𝑘

2 ⌉ ≥ ⌈𝑚 + 𝑘
2 ⌉.

Therefore, for every voter 𝑖 ∈ 𝑍(𝑆𝑘, dRep0), it holds that

𝑑(𝑖, dRep0) ≤ 𝑚 − ⌈𝑚 + 𝑘
2 ⌉ = ⌊𝑚 − 𝑘

2 ⌋.

This leads to |𝐴(dRep0)| ≥ |𝑍(𝑆𝑘, dRep0)| ≥ 2𝑛
3(𝑘+2) due to Claim 7.7, and

completes the proof of the lemma. ⊠

Applying Lemma 7.6 to the largest coherent set of the given instance imme-
diately proves the statement of the theorem. □

An immediate but noteworthy corollary of Theorem 7.4 concerns majority agree-
ment and coherent instances.

Corollary 7.8 For a single dRep, PROXY SELECTION for coherent instances and
majority agreement admits an approximation ratio of 3.

The attentive reader might have observed that for majority agreement and coher-
ent instances, the general impossibility result of Theorem 7.3 does not apply. In
that case, one might wonder what the best achievable approximation ratio is. To
partially answer this question we offer the following result.

Theorem7.9 Let 𝜀 > 0. For a single dRep, PROXY SELECTION does not admit a
(1.6 − 𝜀) approximation, even for coherent instances and majority agreement.

Proof. Consider an instance in which 𝑁 = {𝑣1, 𝑣2, … , 𝑣8} and 𝐶 = {𝑐1, 𝑐2,
𝑐3, 𝑐4}. Suppose that 𝑣𝑖(𝑐1) = 1 and that ̂𝑣𝑖(𝑐1) = ⊥, for every voter 𝑖 ∈ 𝑁 .
Furthermore, there is exactly one voter whose preferences with respect to
proposals 𝑐2, 𝑐3, 𝑐4 belongs in {110, 101, 011, 100, 010, 001} and two voters
that are voting for {111}. Note that in the current proof, for simplicity, we
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abuse the notation and use strings instead of ordered tuples to indicate voters’
preferences. In this instance, opt(𝑃 ) = 𝑠𝑐(𝑐1) = 8 and ̂𝑠𝑐(𝑗) = 5, ∀𝑗 ∈
𝐶 ∖ {𝑐1}. Therefore, direct voting cannot result in an approximation factor
that is better than 8

5 = 1.6. We will prove that for any possible choice of
advertised ballot of a dRep, and if 𝐷 = {𝑡}, then 𝑠𝑐(win( ̂𝑃𝐷)) ≤ 5, which
again results to the claimed approximation factor. Figure 7.1 will be helpful
as an illustration of the arguments that are going to be used.

Û If 𝑡 = 111, then 𝐴(𝐷) equals the set of voters whose preferences belong
in {111, 110, 101, 011}. Therefore |𝐴(𝐷)| = 5 and hence ̂𝑠𝑐𝐷(𝑐1) = 5.
However 𝑐2 is both approved by the dRep and by a voter that doesn’t
belong to 𝐴(𝐷), consider, e.g., the voter who is voting for 100, which
leads to ̂𝑠𝑐𝐷(𝑐2) = 6 and hence to a winning proposal win( ̂𝑃𝐷) such that

̂𝑠𝑐𝐷(𝐼′) ≥ 6. Hence, win( ̂𝑃𝐷) ≠ 𝑐1, and, 𝑠𝑐(win( ̂𝑃𝐷)) = 5.
Û If 𝑡 = 110, then𝐴(𝐷) equals the set of voters whose preferences are {111,

110, 100, 010}. Therefore |𝐴(𝐷)| = 5 and hence ̂𝑠𝑐𝐷(𝑐1) = 5. Using the
same rationale to before, one can observe that, again, 𝑠𝑐(win( ̂𝑃𝐷)) = 5.
The proof is identical for 𝑡 = 101 and 𝑡 = 011.

Û If 𝑡 = 100, then 𝐴(𝐷) equals the set of voters whose preferences are
{100, 110, 101}. Therefore |𝐴(𝐷)| = 3 and hence ̂𝑠𝑐𝐷(𝑐1) = 3. How-
ever 𝑐2 is both approved by the dRep and by the voter whose preference
vector is 111, who does not belong to𝐴(𝐷), which leads to 𝑠𝑐(win( ̂𝑃𝐷)) =
5. The proof is identical for 𝑡 = 010 and 𝑡 = 001.

Û If 𝑡 = 000, then |𝐴(𝐷)| = 3, but ̂𝑠𝑐𝐷(𝑐2) = 4, which again leads to a
winning proposal of 𝑠𝑐(win( ̂𝑃𝐷)) = 5. □

Figure 7.1: The graph illustrates
the voters’ preferences on the set
of revealed proposals in the in-
stance created for the proof of
Theorem 7.9. Each boxed ver-
tex represents the existence of
a voter with the corresponding
ballot, with respect to proposals
𝑐2, 𝑐3, 𝑐4. If a dRep advertises
the ballot of a vertex 𝑣 in this
graph, they will attract all voters
whose preferences are within a
distance of 1 from 𝑣.

Wenow note that if we slightly relax our best-case scenario setting (see page 135)
and consider arbitrary tie-breaking rules, then we can strengthen Theorem 7.9 to
the following impossibility result.

Proposition 7.10 Let 𝜀 > 0. For a single dRep, PROXY SELECTION does not
admit a (2 − 𝜀)-approximation if ties are broken in favor of the proposal with
maximum revealed score, even for coherent instances and majority agreement.

Proof. The proof is straightforward if we consider an instance of two can-
didate proposals, namely 𝑐1 and 𝑐2, and two voters whose preferences are
depicted in the table below. Note that only voters’ preferences with respect
to 𝑐2 are revealed to them.
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𝑐1 𝑐2

voter 1 1 1

voter 2 1 0

Obviously, opt(𝑃 ) = 2 and opt( ̂𝑃 ) = 1. Furthermore any dRep can attract
at most one voter and hence, for any 𝐷 such that |𝐷| = 1, it holds that

̂𝑠𝑐𝐷(𝑐1) ≤ ̂𝑠𝑐𝐷(𝑐2). In case of ties, these are once again broken in favor of
the proposal of maximum approval score in the revealed profile, i.e. in favor
of 𝑐2, since ̂𝑠𝑐(𝑐2) > 0 = ̂𝑠𝑐(𝑐1). Hence, in any case, win( ̂𝑃𝐷) = 𝑐2, and
thus 𝑠𝑐(win( ̂𝑃𝐷)) = 1, which equals 1

2opt(𝑃 ). □

Claim 7.11 The instance used in Proposition 7.10 can be generalized towards
proving that for any acceptance threshold 𝑘 > 0, there exists an instance in
which PROXY SELECTION does not admit a (2−𝜖)-approximation, for any 𝜖 > 0,
if 𝜆 ≤ 2𝑘−1, for arbitrary tie-breaking rule.

Proof Sketch. Further generalizations of
Claim 7.11 (such as handling
different agreement threshold
bounds or being independent of
tie-breaking rules) are indeed
possible, however we regard
Claim 7.11 as an initial step
towards understanding the
limitations of the setting, and
the scenario involving mul-
tiple dReps warrants a more
comprehensive investigation.

Say that 𝜆 = 2𝑘−1 and consider a coherent instance, where
𝑅 = 𝑅𝑖, for any voter 𝑖, with 𝑛 = 2𝜆 voters and 𝑚 = 𝑅 + 1. Given the
value of 𝑘, we define 𝑚 such that 𝑘 = 𝑅 − 1. Voters’ preferences follow:
Û All voters approve proposal 1, which is the only proposal that does not

belong to 𝑅.

Û Only the first 𝜆 voters approve proposal 2.
Û Only the 1st and 3rd group of 𝜆

2 voters approve proposal 3.
Û Only the 1st, 3rd, 5th, 7th group of 𝜆

4 voters approve proposal 4.
⋮

Û Only voters {1, 3, 5, … , 𝑛 − 1} approve proposal 𝑚 − 1.
Û None of the voters approve proposal 𝑚.

Clearly, the optimal proposal has an approval score of 2𝜆. Furthermore,
⌈𝑅+𝑘

2 ⌉ = ⌈2𝑅−1
2 ⌉ = 𝑅 and hence, any dRep, can attract at most one voter,

and this can be done only by advertising that voter’s ballot. As a conse-
quence, introducing any set of dReps 𝐷, of size no more than 𝜆, will result
in ̂𝑠𝑐𝐷(1) ≤ 𝜆, but at the same time ̂𝑠𝑐𝐷(2) = ̂𝑠𝑐(2) = 𝜆. Breaking-ties in
an adversarial manner, a proposal of intrinsic score 𝜆 is being elected. □

To understand the power of coherence towards achieving good approximations,
it is instructive to explore the limitations of the best possible dReps also on co-
herent instances. To this end, we provide a couple of results: the first gener-
alizes Theorem 7.3 to be parameterized by the size of the largest coherent set,
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and the second shows robustness to coherent instances, as long as the agreement
thresholds are sufficiently high. The take-away message of those results is that
coherent sets are not a panacea, and can result in meaningful approximations
only under further appropriate conditions.

Theorem 7.12 Let 𝜀 > 0. For a single dRep and any 𝑘 > 0, PROXY SELECTION
does not admit an ( 𝑛

|𝑆| − 𝜖)-approximation, where 𝑆 is the largest coherent
set of voters in the instance.

Proof. Recall that in the proof of Theorem 7.3, we designed an instance of
PROXY SELECTION, in which every coherent set is formed by two voters, which
implied inapproximability of 𝑛

2 . At what follows, we will generalize that
construction to instances with coherent sets of size up to any 𝑟 > 2. We
create 𝑟/2 copies of each voter (more precisely, ⌊𝑟/2⌋ copies of each voter
with an odd index and ⌈𝑟/2⌉ copies of each voter with an even index). Clearly,
the new number of voters is now 𝑛′ = 𝑛 ⋅ 𝑟

2 . The analysis from Theorem 7.3
directly carries over but now a proposal of score at most 𝑟 gets elected instead
of proposal 𝑚 which has score 𝑛′. The maximum coherent set is of size 𝑟,
and hence, the 𝑛′

𝑟 inapproximability. □

Theorem 7.13 Let 𝜀 > 0. For a single dRep and 𝑘 = 𝑚 − 2𝑐(𝑚), with
𝑐(𝑚) ∈ 𝑜(𝑚), the approximation ratio of PROXY SELECTION is Ω(𝑛), even for
coherent instances.

Proof. We are going to construct an instance where all the voters form a
single coherent set of size 𝑛. Moreover, 𝑚𝑖 = 𝑚 − 1 for all 𝑖 ∈ [𝑛]. Hence,
we just write 𝑐 rather than 𝑐(𝑚), i.e., 𝑘 = 𝑚 − 1 − 2𝑐. We assume that
𝑚 = (𝑛 − 1)(𝑐 + 1) + 1 and 𝑛 ≥ 4. In the created instance we have that
Û for every voter 𝑖 ∈ [𝑛], her preferences with respect to proposal 𝑚 are as

follows: 𝑣𝑖(𝑚) = 1 and ̂𝑣𝑖(𝑚) = ⊥,

Û voter 𝑖 ∈ [𝑛 − 1] approves proposals (𝑖 − 1)(𝑐 + 1) + 1, (𝑖 − 1)(𝑐 + 1) +
2, … , 𝑖(𝑐 + 1) and disapproves everything else (except for 𝑚, of course,
but this does not belong to 𝑅𝑖, and the preference of voter 𝑛 with respect
to any proposal 𝑗 satisfies ̂𝑣𝑖(𝑗) = 1.

Clearly, the optimal solution satisfies 𝑛 voters. Similarly to the proof of The-
orem 7.12, we claim that a single dRep, 𝑡, regardless of their advertised type,
will contribute to electing a proposal approved by at most two voters. To-
wards this, we begin by showing that 𝑡 cannot attract more than one voter.
First note that, for 𝑖, 𝑗 ∈ [𝑛 − 1], we have 𝐻( ̂𝑣𝑖, ̂𝑣𝑗) = 2𝑐 + 2. Also, for 𝑖 ∈
[𝑛−1], we have𝐻( ̂𝑣𝑖, ̂𝑣𝑛) = 𝑚−1−(𝑐+1) ≥ 3(𝑐+1)+1−1−𝑐−1 = 2𝑐+2,
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where we used both 𝑚 = (𝑛 − 1)(𝑐 + 1) + 1 and 𝑛 ≥ 4 for the inequality.
Now, suppose that 𝑡 attracts at least two distinct voters, say 𝑖, 𝑗 ∈ [𝑛]. Then,

2𝑐 + 2 ≤ 𝐻( ̂𝑣𝑖, ̂𝑣𝑗) ≤ 𝑑(𝑖, 𝑡) + 𝑑(𝑗, 𝑡) ≤

2 ⋅ ⌊(𝑚 − 1) − (𝑚 − 1 − 2𝑐)
2 ⌋ = 2𝑐,

which is a contradiction. We conclude that 𝑡 may attract at most one voter.
If 𝑡 does not attract any voters, then all voters vote directly and this leads to the
election of a proposal approved by exactly two voters. On the other hand, if 𝑡
attracts one voter, say 𝑖, we claim that 𝑡must have voted in favor of at least one
proposal other than𝑚. Indeed, if 𝑡(𝑗) = 0 for every proposal 𝑗 (except maybe
for proposal 𝑚), then 𝑑(𝑖, 𝑡) would be at least 𝑐 + 1 > ⌊ (𝑚−1)−(𝑚−1−2𝑐)

2 ⌋
and they would not have attracted voter 𝑖.
As a result, a proposal of total approval 2 in the intrinsic profile is elected,
instead of proposal 𝑚, and the 𝑛/2 inapproximability follows. □

We conclude our discussion for the case of one dRep with a complementary re-
sult of a computational nature: a theorem that establishes that finding a dRep
to attract voters in a way that ultimately elects the optimal proposal is computa-
tionally hard. Consequently, PROXY SELECTION turns out to be challenging both
from the standpoint of information theory and computational complexity.

Theorem 7.14 The decision variant of PROXY SELECTION is NP-hard, even for
majority agreement and a single dRep.

Proof. We will establish NP-hardness for the decision version of PROXY SE-
LECTION, where for some parameter 𝑟, we want to answer if there exists an
advertised type for a dRep, so that the intrinsic score of the elected outcome
is at least 𝑟. In MAV, we are given an instance

𝐼 of 𝑚 binary proposals and 𝑛
ballots where 𝑣𝑖 ∈ {0, 1}𝑚, 𝑖 ∈
[𝑛] and we are asked for a vec-
tor 𝑣 for which it holds that
max𝑖∈[𝑛] 𝐻(𝑣𝑖, 𝑣) ≤ 𝜃, where
𝐻 is the Hamming distance be-
tween two vectors of the same
size.

We will reduce from the problem MINIMAX APPROVAL VOTING
(MAV) problem, which is a known NP-hard problem in voting theory [FL97;
LMM07]

[FL97] Frances and Litman (1997):
On Covering Problems of Codes.
[LMM07] LeGrand et al. (2007):
Some Results on Approximating the
Minimax Solution in Approval Vot-
ing.

. We note that the NP-hardness has been established for instances
with 𝑚 being even, and 𝜃 = 𝑚/2. Given such an instance 𝐼 , we create an
instance 𝐼′ of PROXY SELECTION as follows:

Û We have 𝑚′ = 𝑚 + 3 binary candidate proposals, i.e., three additional
proposals from 𝐼 : {𝑐1, … , 𝑐𝑚, 𝑐𝑚+1, 𝑐𝑚+2, 𝑐𝑚+3}.

Û We have 𝑛 voters corresponding to the voters of 𝐼 , and an additional num-
ber of 𝑛 + 1 dummy voters, for a total of 2𝑛 + 1 voters.

Û For every voter 𝑖 ∈ [𝑛], belonging to the group of the first 𝑛 voters, their
preferences for the first𝑚 proposals in 𝐼′ are just as they are in 𝐼 , and they
are all revealed, so that 𝑚𝑖 = 𝑚. The remaining three proposals are not
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visible for these voters and their intrinsic preferences are that 𝑣𝑖(𝑐𝑚+1) =
1, 𝑣𝑖(𝑐𝑚+2) = 𝑣𝑖(𝑐𝑚+3) = 0.

Û For the dummy voters, none of them approve the first𝑚 proposals, which
are also not revealed to them. As for the last three proposals, there are
exactly two dummy voters, who will be referred to as the special dummy
voters, who approve all three proposals, and all three are revealed to them.
All the remaining 𝑛 − 1 dummy voters approve only the proposals 𝑐𝑚+2
and 𝑐𝑚+3, which are revealed to them, whereas 𝑐𝑚+1 is disapproved, and
also not revealed to them.

Û We set 𝑟 = 𝑛+2 and 𝜆 = 1, i.e. we have only one dRep available. Hence
we are looking for an advertised type of the dRep, so that the instrinsic
score of the elected outcome is at least 𝑛 + 2.

An illustrative exposition of voters’ ballots follows. In the table below, light
gray cells correspond to preferences that are not revealed to the voters and
dark gray cells correspond to preferences that are derived from 𝐼 .

m proposals 𝑐𝑚+1 𝑐𝑚+2 𝑐𝑚+3

𝑛 voters [⋯] 1 0 0

2 special dummy voters 0 1 1 1

𝑛 − 1 dummy voters 0 0 1 1

Before we proceed, note that the only proposal that has an intrinsic score of
𝑛 + 2 is the proposal 𝑐𝑚+1, while all the others have lower scores. But 𝑐𝑚+1
cannot be elected via only direct voting, since it is not revealed to the first 𝑛
voters. Hence, the question is whether there exists an advertised type for the
dRep that can make 𝑐𝑚+1 elected.

For the forward direction, suppose that 𝐼 is a YES-instance of MAV. Then there
exists a vector 𝑣 ∈ {0, 1}𝑚 for which it holds that

max
𝑖∈[𝑛]

𝐻(𝑣𝑖, 𝑣) ≤ 𝑚/2.

Consider now that the dRep advertises the type 𝑡 = (𝑣, 1, 0, 0). The dRep
will attract the first 𝑛 voters, since they agree with them in at least 𝑚/2 of
their revealed proposals. She will not attract any of the dummy voters, all of
which disagree with them on two proposals. Therefore, the dRep will have
a weight of 𝑛, and since the dummy voters vote directly, the proposal 𝑐𝑚+1
will collect a score of n+2 and will be the winner of the election.

For the reverse direction, suppose that 𝐼 is a NO-instance of MAV. Then for
any possible vector 𝑣 ∈ {0, 1}𝑚, it holds that there exists at least one voter
𝑖∗ ∈ [𝑛], such that 𝐻(𝑣𝑖∗ , 𝑣) > 𝑚/2. Fix now such an arbitrary vector
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Theorem 7.3: For a single dRep
and any 𝑘 > 0, the approxima-
tion ratio of PROXY SELECTION is
Ω(𝑛).

𝑣 ∈ {0, 1}𝑚. We will consider all possible cases for the advertised type of
the dRep, 𝑡, and show that 𝑐𝑚+1 cannot get elected, i.e, 𝐼′ is a NO-instance. We
use a natural tie-breaking rule that resolves any tie in favor of the proposal of
maximum approval score in the revealed profile. Therefore, in all the cases
below, any tie that involves proposals 𝑐𝑚+1, 𝑐𝑚+2, 𝑐𝑚+3 is broken against
𝑐𝑚+1 due to the fact that ̂𝑠𝑐(𝑐𝑚+1) < ̂𝑠𝑐(𝑐𝑚+2) = ̂𝑠𝑐(𝑐𝑚+3).

Û Suppose that 𝑡 = (𝑣, 0, 𝑥, 𝑦), for any 𝑥, 𝑦 ∈ {0, 1}. It is easy to see that
since the dRep does not approve 𝑐𝑚+1, it is not possible that this proposal
wins the election.

Û Suppose that 𝑡 = (𝑣, 1, 0, 0). In this case, the dRep does not attract any of
the dummy voters. Hence, the proposals 𝑐𝑚+2 and 𝑐𝑚+3 receive a score
of 𝑛 + 1. As for proposal 𝑐𝑚+1, it is crucial to note that since 𝐼 is a NO-
instance of MAV, 𝑡 can attract at most 𝑛−1 of the first 𝑛 voters. Therefore
together with the two special dummy voters, the proposal 𝑐𝑚+1 will have
a score of at most 𝑛 + 1. By the tie-breaking rule that we have assumed,
this means that the winner of the election will be either 𝑐𝑚+2 or 𝑐𝑚+3.

Û Suppose that 𝑡 = (𝑣, 1, 1, 0), or 𝑡 = (𝑣, 1, 1, 1), or 𝑡 = (𝑣, 1, 0, 1). With-
out loss of generality, we analyze the former. In this case, the dRep at-
tracts all dummy voters. Hence, the dRep has a weight of at least 𝑛+1 and
possibly more by some of the first 𝑛 voters who delegate to her. Hence,
the winner will either be some proposal that is approved by 𝑣 and also has
the highest approval rate among the voters who did not delegate to dRep,
or there is a tie among all the proposals approved by 𝑡. By the tie-breaking
rule, it is not possible that 𝑐𝑚+1 is elected.

We have established that no matter what the dRep advertises, it is impossible
that 𝑐𝑚+1 is elected, and hence 𝐼′ is a NO-instance, which concludes the proof.

□

We conclude by noting that, importantly, all of the approximation guarantees
presented in the current chapter can be obtained in polynomial time.

7.2.1 Multiple dReps

We turn our attention to the case ofmultiple dReps (𝜆 ≥ 2), as this is not captured
by the impossibility of Theorem 7.3. Is it perhaps possible to achievemuch better
approximations by using sufficiently many dReps? A reinforcing observation is
that for majority agreement, 2 dReps suffice to elect the optimal proposal.

Theorem 7.15 When 𝜆 = 2, PROXY SELECTION for majority agreement can be
optimally solved.
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Theorem 7.15: When 𝜆 =
2, PROXY SELECTION for major-
ity agreement can be optimally
solved.

Proof. We begin by showing that there exists a ballot type, the advertisement
of which, results to an attraction of at least half of the voters that vote in favor
of the optimal proposal. Recall that

dRep0(𝑗) = {1, if 𝑗 = win(𝑃 ),
0, otherwise.

dRep1(𝑗) = 1, ∀𝑗 ∈ 𝐶.

We will make use of the following proposition. Note that dRep0 and dRep1

are not the “all-1s” and the “all-0s” dReps, but rather they always vote 1 for
the optimal proposal. Therefore, the proof of the proposition, although not
involved, is not immediate.

Lemma 7.16 In an instance of PROXY SELECTION, with 𝑘 = 0, it holds that
max{|𝐴(dRep0)|, |𝐴(dRep1)|} ≥ |𝑁′|

2 , where𝑁 ′ = {𝑖 ∈ 𝑁 ∶ 𝑣𝑖(win(𝑃))=1}.

Proof of Lemma 7.16. We will prove that any arbitrary voter 𝑖 ∈ 𝑁 ′ belongs
to at least one of 𝐴(dRep0) and 𝐴(dRep1). We focus on the proposals 𝑅′

𝑖 =
𝑅𝑖 ∖ {win(𝑃 )}. Let 𝑅′

𝑖(0) = |{𝑗 ∈ 𝑅′
𝑖 ∶ ̂𝑣𝑖(𝑗) = 0}|, and similarly, 𝑅′

𝑖(1) =
|{𝑗 ∈ 𝑅′

𝑖 ∶ ̂𝑣𝑖(𝑗) = 1}|. Then, trivially, it holds that either 𝑅′
𝑖(0) ≥ 𝑅′

𝑖(1)
or 𝑅′

𝑖(1) > 𝑅′
𝑖(0). If win(𝑃 ) ∈ 𝑅𝑖, voter 𝑖 agrees with both dRep0 and

dRep1 on win(𝑃 ), whereas if win(𝑃 ) ∉ 𝑅𝑖, by the definition of the distance
function, win(𝑃 ) does not affect the distance of voter 𝑖 from any dRep. Hence
in both cases, proposal win(𝑃 ) does not contribute to the distance of 𝑖 from
the two dReps, and therefore,

min{𝑑(𝑖, dRep0), 𝑑(𝑖, dRep1)} ≤ 0 + ⌊|𝑅′
𝑖|

2 ⌋ ≤ ⌊|𝑅𝑖|
2 ⌋ ,

where the minimum is achieved by dRep0 if 𝑅′
𝑖(0) ≥ 𝑅′

𝑖(1), and by dRep1

otherwise. ⊠

In fact, the proof of Lemma 7.16 implies something stronger, namely that
in any instance of PROXY SELECTION for majority agreement, each voter that,
secretly or not, approves the optimal proposal, belongs either to 𝐴(dRep0)
or to 𝐴(dRep1) (or both). Therefore, a direct consequence is that if 𝐷 =
{dRep0, dRep1} then 𝐴(𝐷) = 𝑁 ′. Hence, if 𝜆 = 2, we can retrieve the opti-
mal solution, since it would hold that ̂𝑠𝑐𝐷(win(𝑃 )) = |𝑁 ′|, while ̂𝑠𝑐𝐷(𝑗) ≤
|𝑁 ′|, ∀𝑗 ∈ 𝐶. □

But what about instances in which voters aremore discerning, indicated by larger
values of 𝑘? Whether good approximations with multiple delegation representa-
tives are achievable in general is still to be determined. We begin with the case
of coherent instances and we provide the following theorem, which suitably gen-
eralizes Theorem 7.15.
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Theorem 7.17 When 𝜆 = 2𝑘+1, PROXY SELECTION for coherent instances and
any 𝑘 ≥ 0 can be optimally solved.

Proof. Let 𝑅 be the set of commonly revealed proposals to the voters of the
given instance. It is without loss of generality here to assume that win(𝑃 ) ∉
𝑅, or otherwise, the direct voting would result in the election of win(𝑃 ). To
create a set of dReps 𝐷, we fix an arbitrary set 𝑆𝑘 ⊆ 𝑅, of 𝑘 proposals, and
for every possible binary vector on 𝑆𝑘, i.e., for every 𝜎 ∈ 2𝑆𝑘 , we add to
𝐷 exactly two dReps, namely 𝑡𝜎,0 and 𝑡𝜎,1, advertising the following, with
respect to a proposal 𝑗:

𝑡𝜎,0(𝑗) =
⎧{
⎨{⎩

𝜎(𝑗), if 𝑗 ∈ 𝑆𝑘,
1, if 𝑗 = opt(𝑃 ),
0, otherwise.

𝑡𝜎,1(𝑗) = {𝜎(𝑗), if 𝑗 ∈ 𝑆𝑘,
1, otherwise.

To prove the statement, it is sufficient, to show that 𝐴(𝐷) = 𝑁 , i.e., that 𝐷
can attract all voters from 𝑁 . We fix an arbitrary voter 𝑖 ∈ 𝑁 . Definitely,
there is a vector, say 𝜎′, that defines a pair of dReps in 𝐷, say 𝑡𝜎′,0 and 𝑡𝜎′,1
(henceforth denoted by 𝑡1 and 𝑡2), such that 𝑖 totally agrees in all proposals of
𝑆𝑘 both with 𝑡1 and 𝑡2. Formally, if for a given vector 𝑥 and a set of proposals
𝑌 , we denote by 𝑥|𝑌 the projection of 𝑥 to the proposals in 𝑌 , the following
holds:

max{𝐻( ̂𝑣𝑖|𝑆𝑘
, 𝑡1|𝑆𝑘

), 𝐻( ̂𝑣𝑖|𝑆𝑘
, 𝑡2|𝑆𝑘

} = 0 (7.1)

Let 𝑅′
𝑖 ∶= 𝑅𝑖 ∖ 𝑆𝑘 = 𝑅 ∖ 𝑆𝑘 and for 𝑧 ∈ {0, 1} we define

𝑅′
𝑖(𝑧) ∶= |{𝑗 ∈ 𝑅′

𝑖 ∶ ̂𝑣𝑖 = 𝑧}|.

Then, either 𝑅′
𝑖(0) ≥ 𝑅′

𝑖(1), or 𝑅′
𝑖(1) > 𝑅′

𝑖(0). Therefore,

min{𝐻( ̂𝑣𝑖|𝑅′
𝑖
, 𝑡1|𝑅′

𝑖
), 𝐻( ̂𝑣𝑖|𝑅′

𝑖
, 𝑡2|𝑅′

𝑖
} ≤ ⌊|𝑅′

𝑖|
2 ⌋. (7.2)

Combining Equations (7.1) and (7.2), we have that voter 𝑖 agrees either with
𝑡1 or with 𝑡2, in a number of proposals that is at least

𝑘 + ⌈|𝑅′
𝑖|

2 ⌉ = 𝑘 + ⌈𝑚𝑖 − 𝑘
2 ⌉ ≥ ⌈𝑚𝑖 + 𝑘

2 ⌉.

Consequently, every voter will delegate to a dRep from 𝐷 and the optimal
proposal will be elected. □

Theorem 7.17 provides a bound on the sufficient number of dReps required to
make sure that the optimal proposal is elected and raises a question regarding
positive results (both optimal and approximate) for not-necessarily-coherent in-
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Theorem 7.21: When 𝜆 =
min {𝑛, 𝜁2𝑘+1}, PROXY SELEC-
TION admits an approximation ra-
tio of 𝛾

3𝜁 , where 𝛾 is the min-
imum number of (𝑘, 𝑚 − 𝑘)-
coherent sets that can form a par-
tition of 𝑁 , and 𝜁 ≤ 𝛾 with 𝜁 ∈
ℕ.

Theorem 7.4: For a single
dRep, PROXY SELECTION admits
an approximation ratio of
min{𝑛, 3𝑛(𝑘+2)

2|𝑆| }, where 𝑆 is
the largest coherent set of voters.

stances. In Theorem 7.21 below we provide a generalized and more refined
version of this result, that relates the achievable approximation with the required
number of dReps and the parameters of the instance, but does not need to assume
that the instances are coherent.

7.2.2 Beyond Coherent Instances

Coherence has been proven to be very useful towards achieving meaningful
approximation guarantees. At what follows, we define a more refined notion,
namely a quantified version of it, which provides further insights into the struc-
ture of instances and how these affect the achievable approximations. In par-
ticular, we use the notion of (𝑥, 𝛿)-coherent sets for sets of voters that have a
common set of proposals of size 𝑥 in their revealed sets, as well as at most 𝛿
additional proposals.

Definition 7.3 A set of voters𝑁 ′ ⊆ 𝑁 is called (𝑥, 𝛿)-coherent if there exists
a set𝑋 ⊆ 𝐶 such that for every 𝑖 ∈ 𝑁 the following hold: 𝑋 ⊆ 𝑅𝑖, |𝑋| ≥ 𝑥,
and |𝑅𝑖 ∖ 𝑋| ≤ 𝛿.

Using Definition 7.3, we generalize the result of Theorem 7.4, with an additional
loss in the factor that is dependent on the type of (𝑥, 𝛿)-coherent sets that an
instance admits.

Theorem 7.18 For a single dRep and for any 𝛿 > 0, PROXY SELECTION admits
an approximation ratio of min{𝑛, 3𝑛(𝑘+𝛿+2)

2|𝑆| }, where 𝑆 is the largest (𝑘 +
𝛿, 𝛿)-coherent set in the instance.

Proof. By electing any proposal, one can straightforwardly obtain an approx-
imation factor of 𝑛. For the remaining of the proof, say that 2𝑛(𝑘+𝛿+2)

2|𝑆| < 𝑛.
Additionally, for now and for ease of exposition, suppose that for every voter
𝑖 ∈ 𝑁 , it holds that 𝑣𝑖(win(𝑃 )) = 1, ̂𝑣𝑖(win(𝑃 )) = ⊥. At the end of the
proof we will show that this assumption can be dropped. For the studied case,
we will prove an approximation ratio of 3𝑛(𝑘+𝛿+2)

2|𝑆| .

The proof follows the same rationale as the proof of Theorem 7.4, which
Lemma 7.6: In a coherent in-
stance of PROXY SELECTION, ei-
ther 𝑠𝑐(win(�̂� )) ≥ 2𝑛

3(𝑘+2) , or
|𝐴(dRep0)| ≥ 2𝑛

3(𝑘+2) .Hence, an
approximation factor of 3(𝑘+2)

2
can be achieved.

was based on applying Lemma 7.6 to the largest coherent set of the instance.
Similarly, to prove Theorem 7.18, it suffices to prove an analogous lemma,
that we state below. Recall that

dRep0(𝑗) = {1, if 𝑗 = win(𝑃 ),
0, otherwise.

dRep1(𝑗) = 1, ∀𝑗 ∈ 𝐶.
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Lemma 7.19 In an instance of PROXY SELECTION, with 𝑁 being (𝑘 + 𝛿, 𝛿)-
coherent, it either holds that 𝑠𝑐(win( ̂𝑃 )) ≥ 2𝑛

3(𝑘+𝛿+2) or |𝐴(dRep0)| ≥
2𝑛

3(𝑘+𝛿+2) .

Proof of Lemma 7.19. Suppose that there exists a proposal 𝑗′ ∈ 𝐶 such that
̂𝑠𝑐(𝑗′) ≥ 2𝑛

3(𝑘+𝛿+2) . Then the proof follows by the fact that

𝑠𝑐(𝑤𝑖𝑛( ̂𝑃 )) ≥ ̂𝑠𝑐(𝑤𝑖𝑛( ̂𝑃 )) ≥ ̂𝑠𝑐(𝑗′).

So we can assume that for every proposal 𝑗 ∈ 𝐶, it holds that ̂𝑠𝑐(𝑗) <
2𝑛

3(𝑘+𝛿+2) . Claim 7.7: Consider a coherent
instance, with 𝑅 being the set
of proposals commonly revealed
to all voters. Suppose also that

̂𝑠𝑐(𝑗) < 2𝑛
3(𝑘+2) for any 𝑗 ∈ 𝑅.

For any 𝑟 ∈ [𝑘] and for any
set 𝑆𝑟 ⊆ 𝑅 of 𝑟 proposals, let
𝑍(𝑆𝑟, dRep0) be the set of vot-
ers that totally agree with dRep0
in all proposals of 𝑆𝑟. Then
|𝑍(𝑆𝑟, dRep0)| ≥ (𝑘+2−𝑟)𝑛

(𝑘+2) .

Next, we state a claim which is a generalization of Claim 7.7. Its
proof is almost identical to the proof of Claim 7.7.

Claim 7.20 Consider an instance where the set of voters 𝑁 forms a (𝑘 +
𝛿, 𝛿)-coherent set, for some 𝛿 ≥ 0. Suppose also that ̂𝑠𝑐(𝑗) < 2𝑛

3(𝑘+𝛿+2) ,
for any 𝑗 ∈ 𝐶. Let 𝑋 be the set of commonly revealed proposals to all
voters, which by definition satisfies |𝑋| ≥ 𝑘 + 𝛿. For any set 𝑆𝑟 ⊆ 𝑋 of
𝑟 proposals, with 𝑟 ∈ [𝑘 + 𝛿], let 𝑍(𝑆𝑟, dRep0) be as defined in Claim 7.7.
Then |𝑍(𝑆𝑟, dRep0)| ≥ (𝑘+2+𝛿−𝑟)𝑛

(𝑘+𝛿+2) .

We proceed with proving Lemma 7.19, using Claim 7.20. Fix 𝑟 = 𝑘 + 𝛿 in
Claim 7.20, and let 𝑆𝑟 ⊆ 𝑋 be a set of 𝑘+𝛿 proposals. Let also𝐶′ = 𝑋 ∖𝑆𝑟.
We examine the number of voters who will eventually delegate to dRep0.

Theorem 7.9: Let 𝜀 > 0. For
a single dRep, PROXY SELECTION
does not admit a (1.6−𝜀) approx-
imation, even for coherent in-
stances and majority agreement.

We observe that every proposal of 𝐶′ belongs to the revealed set of any voter
of 𝑍(𝑆𝑟, dRep0). Therefore, we can apply Corollary 7.8 for 𝑍(𝑆𝑟, dRep0)
and 𝐶′. This implies that either there exists a proposal in 𝐶′ approved by
𝑍(𝑆𝑟,dRep0)

3 voters or at least 𝑍(𝑆𝑟,dRep0)
3 voters agree with dRep0 on at least

⌈ |𝐶′|
2 ⌉ proposals. By Claim 7.20, we know that |𝑍(𝑆𝑟, dRep0)| ≥ 2𝑛

𝑘+2+𝛿 .
Therefore, by the assumption we have made, it is not possible to have a
proposal with a score of |𝑍(𝑆𝑟,dRep0)|

3 , hence, at least 2⋅|𝑍(𝑆𝑟,dRep0)|
3(𝑘+𝛿+2) voters of

𝑍(𝑆𝑟, dRep0) agree with dRep0 in at least ⌈ |𝐶′|
2 ⌉ proposals from 𝐶′. But, by

the definition of 𝑍(𝑆𝑟, dRep0), they also agree on the 𝑘 + 𝛿 proposals of 𝑆𝑟.
In total, their agreement with dRep0 is at least:

𝑘 + 𝛿 + ⌈|𝐶′|
2 ⌉ ≥ 𝑘 + 𝛿 + ⌈𝑚𝑖 − 𝑘 − 𝛿 − 𝛿

2 ⌉ ≥ ⌈𝑚𝑖 + 𝑘
2 ⌉,

where the first inequality holds due to the fact that |𝐶′| = |𝑋| − (𝑘 + 𝛿), and
𝑚𝑖 ≤ |𝑋| + 𝛿. As a consequence all these voters, i.e., at least 2𝑛

3(𝑘+𝛿+2) in
number, will delegate to dRep0. ⊠
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Theorem 7.17: When 𝜆 = 2𝑘+1,
PROXY SELECTION for coherent in-
stances and any 𝑘 ≥ 0 can be op-
timally solved.

Hence, Lemma 7.19 holds and Theorem 7.18 follows, under the assumption
that all voters secretly approve the optimal proposal. Suppose that in a given
instance the assumption doesn’t hold. Focusing on the set of voters, called
𝑁 ′, that satisfy the assumption and applying the described procedure, one can
prove that either there is a proposal of score at least 2|𝑁′|

3(𝑘+𝛿+2) or dRep0 attracts
at least 2|𝑁′|

3(𝑘+𝛿+2) voters. Given that 𝑠𝑐(win(𝑃 )) = |𝑁 ′|, an approximation
ratio of 3(𝑘+𝛿+2)

2 is implied.

To conclude the proof, we note that the desired approximation ratio holds true
by focusing on the set 𝑆, just like in Theorem 7.4. □

The main result of the subsection is a relaxation of Theorem 7.17. Unlike The-
orem 7.17, the result that follows does not require any structural assumptions,
and relates the approximation with the number of dReps, the threshold bound
and the structure of the instance in terms of approximate coherence.

Theorem 7.21 When 𝜆 = min {𝑛, 𝜁2𝑘+1}, PROXY SELECTION admits an ap-
proximation ratio of 𝛾

3𝜁 , where 𝛾 is theminimumnumber of (𝑘, 𝑚−𝑘)-coherent
sets that can form a partition of 𝑁 , and 𝜁 ≤ 𝛾 with 𝜁 ∈ ℕ.

Proof. For ease of exposition we assume that for every voter 𝑖 ∈ 𝑁 , it holds
that 𝑣𝑖(win(𝑃 )) = 1, ̂𝑣𝑖(win(𝑃 )) = ⊥. We note that this assumption is
without any loss in the approximation factor, likewise in the proof of Theo-
rem 7.18 in which we proved that focusing only on the set of voters that are
secretly in favor of the optimal proposal does not affect the ratio.

Trivially, if we set 𝐷 to consist of one dRep 𝑡𝑖 for every voter 𝑣𝑖 such that

𝑡𝑖(𝑗) = {1 , if 𝑗 = win(𝑃 )
𝑣𝑖(𝑗) , otherwise

then 𝐴(𝐷) = 𝑁 and hence win( ̂𝑃𝐷) = win(𝑃 ). Therefore, with 𝑛 dReps
we can retrieve the optimal solution and, as a consequence, the claimed ap-
proximation factor holds. We will now proceed with proving that whenever
𝜁2𝑘+1 < 𝑛, we can use a set of dReps 𝐷, where |𝐷| ≤ 𝜁2𝑘+1, to elect a
proposal 𝑗 such that 𝑠𝑐(𝑗) ≥ 3𝜁

𝛾 opt(𝑃 ).
We proceed with the following lemma, the proof of which is analogous to the
proof of Theorem 7.17.

Lemma 7.22 In an instance of PROXY SELECTION, in which 𝑁 can be par-
titioned in at most 𝛾 (𝑘, 𝑚 − 𝑘)-coherent sets, PROXY SELECTION can be
optimally solved if 𝜆 = 𝛾2𝑘+1.
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Corollary 7.8: For a single dRep,
PROXY SELECTION for coherent in-
stances and majority agreement
admits an approximation ratio of
3.

Using 2𝑘+1 dReps for any of the sets described in the statement of the theorem,
as indicated by Lemma 7.22, we can create a set of dReps 𝐷 such that |𝐷| ≤
𝛾2𝑘+1 and 𝐴(𝐷) = 𝑁 . This proves the statement of the theorem for 𝜁 = 𝛾.
Fix now a number 𝜁 < 𝛾. Among the 𝛾 sets produced by Lemma 7.22, let
us focus on the 𝜁 sets of largest size. Let also 𝑁 ′ ⊆ 𝑁 be the voters in these
sets. Then we can create a set of dReps 𝐷′ ⊆ 𝐷, such that |𝐷′| ≤ 𝜁2𝑘+1 and
𝐴(𝐷′) ⊇ 𝑁 ′. But then, |𝐴(𝐷′)| ≥ |𝑁 ′|.
Although all dReps of 𝐷′ vote in favor of win(𝑃 ) and this can indeed be the
winning proposal of profile 𝑃𝐷′ , it may also be the case that win(𝑃𝐷′) ≠
win(𝑃 ). In fact, if some dReps from 𝐷′ that are voting in favor of win(𝑃𝐷′),
attract voters that vote against win(𝑃𝐷′), the intrinsic score of win(𝑃𝐷′)may
significantly differ from 𝑠𝑐(win(𝑃𝐷′)). To avoid this behaviour we suggest
to create a new set of dReps, say 𝐷″, by deleting from 𝐷′ all dReps of the
form 𝑡𝜎,1, i.e., all dReps that are voting in favor of proposals that do not
belong in 𝑆𝑘, as defined in the proof of Theorem 7.17. Interestingly |𝐷″| =
|𝐷′|

2 . We will now compute |𝐴(𝐷″)|.
Suppose first that the number of voters attracted by dReps in 𝐷′ ∖ 𝐷″ is at
most 2|𝑁′|

3 . Then, |𝐴(𝐷″)| ≥ |𝑁 ′|− 2|𝑁′|
3 = |𝑁′|

3 . We define𝛼 ∶= |∪𝑖∈�̃� 𝑅𝑖|
and 𝛽 ∶= min{|𝑅𝑖|, 𝑖 ∈ ̃𝑁}, where ̃𝑁 is any of the 𝛾 (k,m-k)-coherent sets
of the voters’ partition, as described in the statement of the theorem. We
call 𝑁1 the number of voters, attracted by dReps in 𝐷′ ∖ 𝐷″ and say that
𝑁1 ≥ 2|𝑁′|

3 . But then, for every voter 𝑖 ∈ 𝑁1 it holds that 𝑅𝑖(1) ≥ |𝑅𝑖|
2 ≥ 𝛽

2 .
But then, the total number of approvals in ̂𝑃 for proposals in 𝐶 ∖ 𝑆𝑘, equals
∑𝑖∈𝑁1

𝑅𝑖(1) ≥ |𝑁1|𝛽
2 ≥ 2|𝑁′|

3
𝛽
2 = |𝑁′|𝛽

3 . All these approvals are spread
between 𝛼 proposals. Therefore, there exists a proposal 𝑗 ∈ 𝑅 for which

̂𝑠𝑐(𝑗) ≥ |𝑁′|𝛽
3𝛼 .

Consequently, either there is a proposal approved by |𝑁′|𝛽
3𝛼 voters or there

exists a set of dReps 𝐷″ that can attract |𝑁′|𝛽
3𝛼 voters without voting in favor

of a proposal disapproved by a voter in 𝐴(𝐷″). Using the fact that |𝑁 ′| ≥
𝜁
𝛾 𝑛 ≥ 𝜁

𝛾opt(𝑃 ), we have an approximation ratio of 𝛾
𝜁 ⋅ 𝛽

3𝛼 . Obviously, if
every of the considered 𝜁, out of the 𝛾 (k,m-k)-coherent sets, is coherent,
then an approximation ratio of 𝛾

3𝜁 is implied. □

An interesting corollary of Theorem 7.21 (which could also be deduced from the
proof of Theorem 7.17) is the following: When aiming for an optimal solution
with 2𝑘+1 dReps, it’s not a necessity for instances to be coherent; rather, the key
factor is the existence of a set of 𝑘 proposals commonly revealed to all voters.

We conclude the discussion on generalizations with the following theorem, for
the case of majority agreement (𝑘 = 0), which generalizes Corollary 7.8 by
relating the achievable approximation to the structure of the revealed sets, once
again without the requirement of coherence.
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Theorem 7.23 For a single dRep, PROXY SELECTION for majority agreement
admits an approximation ratio of min {𝑛, 3𝛼

𝛽 }, where 𝛼 ∶= | ∪𝑖∈𝑁 𝑅𝑖| and
𝛽 ∶= min{|𝑅𝑖|, 𝑖 ∈ 𝑁}.

Proof. It is apparent that any instance of PROXY SELECTION, is approximable
within a factor of 𝑛, since it holds that electing arbitrarily a proposal 𝑗 ∈ 𝐶
results in a winning proposal that satisfies 𝑠𝑐(𝑗) ≥ 1 ≥ 1

𝑛opt(𝑃 ). Therefore
suppose that min{𝑛, 3𝛼

𝛽 } = 3𝛼
𝛽 . From Lemma 7.16 it holds that either dRep0

or dRep1 can attract at least half the electorate, where

dRep0(𝑗) = {1, if 𝑗 = win(𝑃 ),
0, otherwise.

dRep1(𝑗) = 1, ∀𝑗 ∈ 𝐶.

If this holds for 𝐷 = {dRep0}, we are done, because either the optimal pro-
posal wins the election, via dRep0, or another proposal wins through the vot-
ers who vote directly, in which case the intrinsic score of the winning pro-
posal 𝑗 is at least ̂𝑠𝑐𝐷(𝑗) ≥ 𝐴(𝐷) ≥ 𝑛

2 ≥ 𝑛
3 ≥ 𝑛𝛽

3𝛼 = 𝛽
3𝛼opt(𝑃 ). Otherwise,

if dRep1 attracts at least half the electorate, say that all voters from a set
𝑁1 ⊆ 𝑁 are being attracted by dRep1. Then, for every voter 𝑖 ∈ 𝑁1, let
𝑅𝑖(0) = |{𝑗 ∈ 𝑅𝑖 ∶ ̂𝑣𝑖 = 0}| and 𝑅𝑖(1) = |{𝑗 ∈ 𝑅𝑖 ∶ ̂𝑣𝑖 = 1}|. It should
hold that 𝑅𝑖(1) > 𝑅𝑖(0), due to the fact that 𝑖 ∈ 𝐴(dRep0).
Û Suppose that |𝑁1| ≥ 2𝑛

3 , For every voter 𝑖 ∈ 𝑁1 it holds that 𝑅𝑖(1) ≥
|𝑅𝑖|

2 ≥ 𝛽
2 . But then, the total number of approvals in ̂𝑃 equals

∑
𝑖∈𝑁1

𝑅𝑖(1) ≥ |𝑁1|𝛽2 ≥ 2𝑛
3

𝛽
2 = 𝑛𝛽

3 .

All these approvals are spread between 𝛼 proposals. Therefore, there ex-
ists a proposal 𝑗 ∈ 𝑅 for which ̂𝑠𝑐(𝑗) ≥ 𝑛𝛽

3𝛼 .

Û Suppose that |𝑁1| < 2𝑛
3 . Then, the set of voters in 𝑁 ∖ 𝑁1 should be

attracted by dRep0, again by Lemma 7.16. In total, these are at least 𝑛 −
2𝑛
3 = 𝑛

3 . Therefore, if 𝐷 = {dRep0}, the delegation representative will
vote with a weight of at least 𝑛

3 , only in favor of win(𝑃 ), which would
result in ̂𝑠𝑐𝐷(win(𝑃 )) ≥ 𝑛

3 . Then, either win(𝑃 ) will win the election
achieving an optimal solution, or a proposal 𝑗 ∈ 𝐶 ∖ {win(𝑃 )} will win.
In the later case, it should hold that ̂𝑠𝑐𝐷(𝑗) ≥ ̂𝑠𝑐𝐷(win(𝑃 )) ≥ 𝑛

3 ≥ 𝑛𝛽
3𝛼 .

However, dRep0(𝑗) = 0, and, ̂𝑠𝑐𝐷(𝑗) = ̂𝑠𝑐(𝑗).

Whenever win( ̂𝑃𝐷) ≠ win(𝑃 ), there is a proposal 𝑗 ∈ 𝐶 such that ̂𝑠𝑐(𝑗) ≥
𝑛𝛽
3𝛼 ≥ 𝛽

3𝛼 ⋅ opt(𝑃 ). The fact that 𝑠𝑐(𝑗) ≥ ̂𝑠𝑐(𝑗), concludes the proof. □
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7.3 Concluding Discussion and Future Directions

In this chapter, we proposed and studied amodel for proxy votingwhere the (less-
informed) voters delegate their votes to the (fully-informed) proxies (dReps),
once a certain agreement between their ballots is reached, or they vote directly
otherwise. Our findings encompass essential insights into comprehending what
is possible (potential) and what is not (limitations) in this setting. By identify-
ing structural properties and other restrictions, we managed to escape the strong
impossibilities that we established.

The upper and lower bounds presented are not always tight, and future work
could focus on sharpening these bounds. Perhaps more interesting is the mi-
gration from the “best-case scenario” setting that we study. This would most
probably entail the following two components:

- An information model for the dReps. It would be reasonable to assume that
each delegate representative is correctly-informed about each voter 𝑖’s ap-
proval preference of each proposal 𝑗 with some probability 𝑝𝑖𝑗, or that they
are (perfectly or imperfectly) informed about a randomly-chosen set of pro-
posals for each voter.

- A rationality model for the dReps. Delegate representatives might not have
any incentives to coordinate towards the socially-desirable outcome, and
they would need to be properly incentivized to do that, e.g., via the form
of payments. Additionally, dReps could even have their own preferences
regarding the proposals under consideration.

One could think of many other examples or refinements of the above, and the
appropriate choice of information/rationality model for the dReps would depend
on the application at hand. Tie-breaking rules that do not necessarily favor the
optimal proposal also worth studying. Regardless of these choices however, the
results of the “best-case scenario” should be the starting point of any investiga-
tion into those settings.

Besides those extensions, other directions that we see as promising routes for
further research on the topic include different distance metrics, different voting
rules, the multi-winner setting, elections on interdependent proposals, as well as
a partial-delegation setting where voters can opt to delegate only on proposals
for which they have no opinion.



FINAL WORDS



Epilogue 8
And so, the curtain falls. Does this thesis contain all of the research efforts I have
committed to over the past five years of my life? Not by a long shot. What you
see here is just the tip of the iceberg: the publishable fraction of my endeavors.
Where’s the rest, you ask? Well, most of it found a home in a rubbish bin: tons
of ideas that flopped, numerous erroneous proofs, several faulty algorithms, and
a plethora of toy examples that I loved, among which, some contributed more
or less to the results of this thesis, while others didn’t. There are also a few
more results leisurely nestled in some of my notebooks yearning for attention,
which are so minor and insignificant that didn’t even make it as side notes in
the preceding chapters. Alongside them are some research ideas, some of which
will forever stay scribbled on my noticeboard, while others might, who knows,
evolve into future works.

But hey, this doesn’t look like a typical concluding chapter! It should touch upon
the main takeaways of each of the preceding chapters, right? Well, I remain
uncertain of the significance of these, now that we’ve arrived at this point, since
you either have read the previous chapters and formed an opinion on your own,
or you skipped those parts, and it’s conceivable that you might not be keen on
reaching a conclusion regarding them. However, for completeness, here’s how
I view the main parts of the dissertation:

– In the first part, we examined in depth and from various perspectives a voting
framework that, in my opinion, outshines the most classic and commonly
used setting for approval elections. I believe that it deserves more attention
from both practitioners and the research community than it has received thus
far; having fulfilled my role in it, I pass the baton to you!

– In the second part, we examined various frameworks of liquid democracy
which, from my perspective, is an emerging, promising field that provides a
vast algorithmic playground as different models within this realm are able to
pose a myriad of natural questions that are worth exploring through the lens
of Theoretical Computer Science (and beyond).

At what follows I elaborate a bit further on the components of the dissertation.

Û Chapter 2, on the winner determination problem for conditional approval
elections, reveals some quite surprising equivalences between a combinato-
rial problem inspired by elections and classic, extensively studied algorithmic
problems. Additionally, it unveils a delightful structural characterization of
the tractable instaces of the studied problem.

Û Chapter 3, on the strategic control of conditional approval elections, features
a substantial table of computational complexity results painstakingly crafted
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over a considerable amount of time (not to mention the dedication to verify-
ing their correctness and patchingminor errors). It’s about a set of natural and
intriguing algorithmic problems in their own right and I can’t stress enough
how satisfying it was to completely fill that table, leaving almost no unan-
swered questions. I’m relieved to have wrapped it up now.

Û Chapter 4, on proportionality considerations of conditional approval elec-
tions, is the go-to chapter for someone seeking somemathematical proofs and
technicalities (along with, you guessed it, some computational complexity
results). These proofs succesfully paint a nuanced picture of the differences
between conditional and unconditional ballots, emphasizing that the problem
becomes much harder when dependencies among issues emerge. The chap-
ter also represents my inaugural attempt to grapple with both complicated
voting rules and the axiomatic approach. Nice rules, nice properties, nice
proofs; what else to expect? Well, I’m not entirely satisfied with the results
there, given the somewhat strict assumptions made, but who cares now?

Û Chapter 5, on an approval-based model for liquid democracy, holds a spe-
cial place for me. Not only was it my initial exploration of liquid democ-
racy frameworks, but it was also my attempt to apply a fascinating, versatile,
and easily usable framework that comes from graph theory, to a problem
stemming from elections. This framework is aimed to obtain algorithms for
a wide variety of problems of interest, and my effort succeeded. In addi-
tion, the chapter presents a comprehensive set of positive and negative re-
sults stemming from transformations between traditional algorithmic prob-
lems and problems relevant to the examined framework, and vice versa. Quite
intriguing, don’t you think?

Û Chapter 6, on the addition of a temporal dimension in liquid democracy, is
motivated by the core tenet of computational social choice: integrate ideas
fromTheoretical Computer Science into combinatorial problems arising from
voting scenarios to address questions posed by researchers or practitioners in
social choice or multi-agent systems. We utilized models, ideas, and results
from temporal graph theory to propose potential solutions to critical draw-
backs of liquid democracy; and yes, I’m excited about having done this.

Û Chapter 7, on the power of proxy voting in elections with incomplete votes,
comprises approximation algorithms and inapproximability results for prob-
lems related to both blockchains and liquid democracy. It’s quite intriguing
and timely, wouldn’t you say? For me, it’s nothing more than about a beau-
tiful mathematical problem that can offer elegant solutions.

Reflecting on it now, I realize that my entire work could be encapsulated by the
sentiment of the ultimate sentence: studying charming mathematical puzzles
with the optimism that they will admit equally charming solutions. This leads
me to ask myself: Do I truly believe that this thesis is capable of transforming
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democracy/electoral systems or making a significant leap in the field of Com-
puter Science, as Chapter 1 ambitiously set the bar? Well, not sure if I should
be the judge, but if it’s up to me, then: pfff...not quite. So, what was my PhD
all about? It was an exhilarating journey: A mix of nights when I enjoyed the
most peaceful sleeps of my life, confident that I held the proof to a problem I’d
wrestled with for weeks (even if my morning coffee often managed to dispel
those thoughts), and nights when I found myself tossing and turning, grappling
with errors in what I believed could be a pivotal result for an upcoming paper.
A blend of days marked by research roadblocks that left me questioning about
my uncertain future and others that kicked off with the repetitive press of the F5
button for hours, waiting on conference submission websites for a decision on
a work of ours and concluded with the indescribable joy that a notification of
acceptance brings. All in all, I not only thoroughly enjoyed navigating the chal-
lenges of solving problems that might seem inconsequential to some but were
undeniably captivating enough to occupy my thoughts both during work hours
and contemplative walks, but I also cherished the whole and entire experience
that preceded the writing of the current dissertation. Once again, a huge thanks
to all who contributed!
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