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#### Abstract

Rent division consists in simultaneously computing an allocation of rooms to agents and a payment, starting from an individual valuation of each room by each agent. When agents have budget limits, envy-free solutions do not necessarily exist. We propose two solutions to overcome this problem. In the first one, we relax envyfreeness to account for budget disparities. In the second one, we allow fractional allocations, in which agents may change rooms during the duration of the lease.


## 1 Introduction

A set of $n$ agents agree to pay collectively the rent of a flat that contains $n$ rooms. Rooms are not alike: an agent prefers some rooms to others. We assume preferences are modeled by valuations representing the maximum amount that a given agent is willing to pay for a given room. How should we assign rooms to agents and how should the rent be divided? This is the standard rent division problem. It is known that, provided that the valuations given to the different rooms by a given agent sum up to the rent, there always exists an allocation that is individually rational (no agent should pay more for a room than her maximum payment for that room), envy-free (no agent would prefer the allocation to another agent - room and payment - to their own), and that maximises both utilitarian and egalitarian social welfare [11]. This solution is implemented in the Spliddit platform [12] and is its most popular application.

The standard problem is often not realistic, because agents usually have a budget, that is, a maximum amount of money they can afford to pay. Searching for individually rational envy-free solutions to rent division with individual budgets is nontrivial [18] and may result in a failure to meet both conditions, as shown in the following example.

Example 1. Two agents whose valuations are shown below. The rent for the flat is 1000.

|  | room $r_{1}$ | room $r_{2}$ | budget |
| :---: | :---: | :---: | :---: |
| agent 1 | 800 | 400 | 600 |
| agent 2 | 800 | 400 | 500 |

If $r_{2}$ is assigned to 1, and $r_{1}$ to 2, then individual rationality implies that 1 pays at most 400, therefore 2 has to pay at least 600, which exceeds her budget. Thus $r_{1}$ must be assigned to 1, and $r_{2}$ to 2. Because of her budget constraint, agent 1 cannot pay more than 600. Because of individual rationality, 2 cannot pay more than 400 for $r_{2}$; so, to reach the total rent of 1000, 1 must pay 600 and 2 must pay 400. Assuming utilities are quasi-linear, 1's utility is $800-600=200$ (her valuation for $r_{1}$ minus her payment), and 2's utility is $400-400=0$. However, the utility 2 would enjoy from 1's share is $800-600=200>0$, and hence 2 envies 1.

Example 1 shows that we cannot simultaneously satisfy individual rationality, budget limits, and envy-freeness. ${ }^{1}$ Should we conclude that the agents should give up renting the flat and look for another one? We believe not, and propose two solutions:

[^0]1. Allocate $r_{1}$ to 1 with payment 600 and $r_{2}$ to 2 with payment 400 . The allocation is individually rational and respects individual budgets. It is not envy-free in the classical sense, but we may argue that 2 's envy towards 1 is not justified: if 2 was allocated $r_{1}$ with payment 600 , she would not be able to pay. Therefore, this allocation satisfies a weakening of envy-freeness, that we call budget-friendly envy-freeness (B-EF).
2. Allocate $r_{1}$ to 1 and $r_{2}$ to 2 for the first half of the year and then swap the rooms for the second half, asking a payment of 500 to each agent. This fractional allocation is envy-free (provided preferences do not depend on time), is individually rational, and respect budgets.

We explore these two ways of enlarging the set of fair allocations: budget-friendly envyfreeness and fractional allocations. After discussing related work, we present the basic definitions in Section 3. Section 4 defines B-EF, and shows algorithms to find a B-EF solution if either payments or the allocation is fixed. Section 5 turns to fractional envy-free allocations, which can be computed in polynomial time when they exist, and considers the temporal implementation of fractional allocations, with the aim to minimise the number of times agents have to change room. Last, we experimentally show in Section 6 that relaxing EF to B-EF and considering fractional allocations make it possible to enlarge significantly the set of instances for which a fair solution to a rent division problem exists.

## 2 Related Work

Rent division The rent division problem was first studied in the economics literature and more recently became the most used application on the Spliddit webpage. Initially, Spliddit implemented an algorithm by Abdulkadiroğlu et al. [2], which was updated based on the work of Gal et al. [11], who provided a linear program that finds a solution that both maximises the utility of the worst-off agent and minimises the gap between the best and the worst-off agent. For a unifying treatment of contributions in rent division in economics and computer science we refer to recent work by Velez [20].

Envy-freeness with budgets Our work takes its roots in the contribution of Procaccia et al. [18], who developed a polynomial algorithm to compute the maximin envy-free solution for rent division under budget. In the presence of individual budgets, the algorithm of Gal et al. [11] cannot be used as the existence of payments making any efficient allocation of rooms envy-free is not guaranteed. Our paper tackles the problem left open by Procaccia et al. [18] of what solution to propose when no envy-free solution exists. To the best of our knowledge the work of Velez [22] is the only other paper considering budgets. The solution proposed is to lift the assumption of quasi-linearity of preferences and ask agents to report their marginal disutility for exceeding their budget. Velez [21] investigates the incentive-compatibility of such mechanisms. Our notion of budget-friendly envy-freeness draws inspiration from work on envy-freeness in fair division with budgeted bidders [3, 4, 14,15 ], and is related (in spirit) to justified envy-freeness in two-sided matching [1].

Randomised matching and fair division Allowing randomised solutions is a thoroughly studied idea in fair division and matching problems [6, 16]. Indeed, allowing more expressive solutions through, e.g., time sharing mechanisms, makes it possible to increase fairness guarantees and to bypass impossibility results [5, 7]. Randomised solutions for the rent division problem (without budgets) have been already investigated by Dufton and Larson [9], who studied to which extent randomised mechanisms can be strategy-proof and provide envy-freeness guarantees once a deterministic solution is sampled. Technically speaking, a fractional allocation and a randomized allocation are identical objects, but their
interpretations differ. Also, our focus is not on strategyproofness but on envy-freeness: we determine if an envy-free fractional solution exists when agents have budgets and we seek for an implementation of such a solution that minimises the number of room swaps.

## 3 The Model

In this section, we present the model of rent division with individual budgets, and the properties of individual rationality and envy-freeness that are the focus of this paper.

### 3.1 Basic definitions

We consider a set $R$ of $n$ rooms that need to be allocated to a set $A$ of $n$ agents. Each agent $i \in A$ has a valuation $v_{i j} \in \mathbb{R}^{+}$over each room $j \in R$, and $L$ is the total rent that needs to be paid to secure the rooms. Note that differently than previous work we do not assume that $\sum_{j} v_{i j}=L$. A rent division problem is a tuple $\langle n, V, L\rangle$ where $V=\left(v_{i j}\right)_{i \in A, j \in R}$.

A solution to a rent division problem consists of an assignment $\sigma: A \rightarrow R$ and a payment vector $p: A \rightarrow \mathbb{R}$, such that $\sum_{i} p_{i}=L$. Note that payments can possibly be negative. An assignment $\sigma$ is efficient if $\sum_{i} v_{i \sigma(i)}$ is maximal over all possible allocations. Now we add a budget $b_{i} \in \mathbb{R}^{+}$for each agent $i$. A solution is affordable if $p_{i} \leq b_{i}$ for all $i \in A$. Without loss of generality we assume that $\sum_{i} b_{i} \geq L$ (the agents can afford the total rent). A rent division problem with individual budgets is a tuple $\langle n, V, L, b\rangle$, where $b=\left(b_{1}, \ldots, b_{n}\right)$.

### 3.2 Envy-freeness

In line with previous work, we assume that agents have quasi-linear utilities, and say that a solution $(\sigma, p)$ is envy-free ( EF ) if no agent can increase her utility by exchanging her assigned room and payment with another agent: $(\sigma, p)$ is EF if $v_{i \sigma(i)}-p_{i} \geq v_{i \sigma(j)}-p_{j}$ for all agents $i, j$. While a rent division problem with unlimited budgets always admits an EF solution [19], this is not true in our setting, as shown by the following example.

Example 2. Consider two rooms $r_{1}$ and $r_{2}$, and two agents with budget 500 each. Both agents value $r_{1}$ at 600 and $r_{2}$ at 400. The total rent is 1000, hence each agent has to pay 500, and the agent who gets $r_{2}$ envies the agent who gets $r_{1}$.

### 3.3 Individual rationality

A solution $(\sigma, p)$ is individually rational (IR) if for all agents $i$ we have that $v_{i \sigma(i)}-p_{i} \geq 0$. Under our assumptions EF does not imply IR, as can be seen in the following example.

Example 3. Consider the following 2-agent rent division problem where $L=1000$ :

|  | room $r_{1}$ | room $r_{2}$ | budget |
| :---: | :---: | :---: | :---: |
| agent 1 | 600 | 100 | 700 |
| agent 2 | 100 | 300 | 300 |

Let $\sigma$ assign $r_{1}$ to 1 paying 700 and $r_{2}$ to 2 paying 300. $(\sigma, p)$ is not $I R$, since the utility of 1 is -100, but it is EF: 2 (resp. 1) would have utility -600 (resp. -200) if she received $r_{1}$ and pay 700 (resp. received $r_{2}$ and pay 300), which is less than their current utility.

IR solutions to a rent division problem under budget can be found in polynomial time by solving a matching problem.

Proposition 1. We can determine if there exists an IR and affordable allocation in polynomial time.

Proof sketch. Consider the bipartite graph $((A, R), E)$. Add arcs $e_{a, r} \in E$ between each vertex $a \in A$ and $r \in R$ with weight $\min \left\{b_{a}, v_{a, r}\right\}$. This weight is the maximal price that agent $a$ can pay for room $r$ in an IR affordable allocation. It is sufficient to test if the matching of maximal weight on $((A, R), E)$ has total payoff greater than $L$, otherwise no individually rational and affordable allocation exists.

## 4 Budget-Friendly Envy-Freeness

When individual payments are bounded by a budget, the notion of envy can be restricted to rooms that are affordable to an agent, obtaining a natural relaxation of envy-freeness.

Definition 1. A solution $(\sigma, p)$ is budget-friendly envy-free ( $B-E F$ ) if for all agents $i$ we have that:

$$
v_{i \sigma(i)}-p_{i} \geq v_{i \sigma(j)}-p_{j} \text { for all agents } j \in A \text { s.t. } p_{j} \leq b_{i} .
$$

If for agents $i, j \in A$, we have that $v_{i \sigma(i)}-p_{i}<v_{i \sigma(j)}-p_{j}$ and $p_{j} \leq b_{i}$, we will say that agent $i$ is $B$-envious of agent $j$.

Example 4. Consider a two-agent rent division problem with rent $L=800$. The individual valuations and budgets are given in the following table:

|  | room $r_{1}$ | room $r_{2}$ | budget |
| :--- | :---: | :---: | :---: |
| agent 1 | 500 | 200 | 500 |
| agent 2 | 700 | 300 | 300 |

Let $\sigma$ allocate $r_{1}$ to agent 1 and $r_{2}$ to agent 2, and let $p_{1}=500$ and $p_{2}=300$. In ( $\sigma, p$ ), 1 does not envy 2, but 2 envies 1 because she would get utility 700-500 = 200 if she was assigned $r_{1}$ with payment 500, therefore $(\sigma, p)$ is not EF. However, $(\sigma, p)$ is B-EF: 2 does not envy 1 under Definition 1 because 1's payment (500) exceeds 2's budget (300).

Observe that the allocation $\sigma$ in Example 4 is not efficient. This contrasts with the classical setting of rent division where EF solutions are necessarily based on efficient allocations. Still, we can show that in a B-EF solution, both the allocation (ignoring payments) and the solution are Pareto-optimal:

Proposition 2. If $(\sigma, p)$ is a $B$ - $E F$ solution then the allocation $\sigma$ is Pareto-optimal, i.e., there is no allocation $\theta$ such that for all $i \in A$ we have that $v_{i \theta(i)} \geq v_{i \sigma(i)}$, and such that $v_{i \theta(i)}>v_{i \sigma(i)}$, for some agent $i \in A$.

Proof. Suppose $\theta$ is an allocation that Pareto-dominates $\sigma$. Then, there is an improvement cycle, without loss of generality, $i=1, \ldots, k$, such that $\theta(i)=\sigma(i+1)$ for all $i<k$, $\theta(k)=\sigma(1)$, and (1) $v_{i \theta(i)} \geq v_{i \sigma(i)}$ for all $i$ and (2) $v_{1 \theta(1)}>v_{1 \sigma(1)}$. Denote $[i+1]=i+1$ if $i<k$ and $[k+1]=1$. Consider the envy in $(\sigma, p)$ between agents in the cycle. Since $\sigma$ is B-EF, for each $i=1, \ldots, k$ there are two possible cases.

- Assume $p_{[i+1]} \leq b_{i}$, then there should be no envy, thus $v_{i \sigma(i)}-p_{i} \geq v_{i \sigma([i+1])}-p_{[i+1]}$. Using (1) and (2) we obtain $p_{[i+1]} \geq p_{i}$ for all $i \leq k$, and $p_{2}>p_{1}$.
- Assume $p_{[i+1]}>b_{i}$. By affordability of $(\sigma, p)$ we have $p_{i} \leq b_{i}$, therefore, $p_{[i+1]}>p_{i}$.

In both cases we have $p_{2}>p_{1}, p_{3} \geq p_{2}, \ldots, p_{k} \geq p_{k-1}$, and $p_{1} \geq p_{k}$, implying $p_{1}>p_{1}$.

Proposition 3. If $(\sigma, p)$ is a $B-E F$ solution then $(\sigma, p)$ is a Pareto-optimal solution, i.e., there is no solution $(\theta, q)$ such that for all $i \in A$ we have $v_{i \theta(i)}-q_{i} \geq v_{i \sigma(i)}-p_{i}$, and such that $v_{i \theta(i)}-q_{i}>v_{i \sigma(i)}-p_{i}$, for some agent $i \in A$.
Proof. Let $(\sigma, p)$ be a B-EF solution. Let us assume towards a contradiction that there exists another solution $(\theta, q)$ that Pareto-dominates $(\sigma, p)$.

We first prove that all rooms are paid the same price in $(\sigma, p)$ and $(\theta, q)$. Let us assume there exists a room $j$ for which the price is strictly larger in $(\theta, q)$ than in $(\sigma, p)$. Let $k, l$ be the two agents such that $\theta(k)=\sigma(l)=j$. Our assumption is that $q_{k}>p_{l}$.

We obtain that:

$$
\begin{aligned}
v_{k \sigma(k)}-p_{k} & \leq v_{k \theta(k)}-q_{k} \quad(\text { Pareto-domination of }(\sigma, p) \text { by }(\theta, q)) \\
& <v_{k \sigma(l)}-p_{l} \quad\left(q_{k}>p_{l} \text { and } \theta(k)=\sigma(l)\right)
\end{aligned}
$$

Since $p_{l}<q_{k} \leq b_{k}$, agent $k$ B-envies $l$ in $\sigma$, yielding a contradiction. Hence no room has a larger price in $(\theta, q)$ than in $(\sigma, p)$. As $\sum_{i \in A} q_{i}=\sum_{i \in A} p_{i}=L$, this entails that all rooms have exactly the same price in both solutions.

Let $k \in A$ be such that $v_{k \sigma(k)}-p_{k}<v_{k \theta(k)}-q_{k}$ (such an agent exists by Pareto dominance). Let $l \in A$ be such that $\sigma(l)=\theta(k)$. We obtain that:

$$
\begin{aligned}
v_{k \sigma(k)}-p_{k} & <v_{k \theta(k)}-q_{k} \\
& =v_{k \sigma(l)}-p_{l}\left(\text { as } \sigma(l)=\theta(k) \text { and } p_{l}=q_{k}\right)
\end{aligned}
$$

Since $p_{l}=q_{k} \leq b_{k}, k$ B-envies $l$ in $(\sigma, p)$, yielding a contraction.
An IR and B-EF solution can be found by solving a mixed-integer linear program (see the Appendix for a detailed formulation). Note however that a B-EF solution does not always exist, as can be seen in the introductory example by Procaccia et al. [18]:

Example 5. Consider a two-agent rent division problem with $L=1000$ and $b_{1}=b_{2}=500$. Both agents evaluate $r_{1}$ at 800 and $r_{2}$ at 500. The agent who receives room $r_{1}$ has to pay 500, producing (budget-friendly) envy in the other agent who receives $r_{2}$ at a price of 500 .

In what follows we give two algorithms that find B-EF solutions in pseudopolynomial (respectively, polynomial) time when the allocation (resp., the payment vector) is fixed. ${ }^{2}$

### 4.1 Computing B-EF solutions: fixed allocation

Here, we fix an allocation and we check in pseudo-polynomial time whether a B-EF solution exists, and when it does, we output a corresponding price vector. To obtain our pseudopolynomiality result we restrain in this subsection the input parameters $L, v_{i j}$ and $b_{i}$ to $\mathbb{Z}^{+}$ for all $i \in A$ and $j \in R$.

We first define a weakening of budget envy-freeness: given a solution $(\sigma, p)$, we say that agent $i$ strongly B-envies (SB-envies) $j$ if $p_{j}<b_{i}$ and $v_{i \sigma(j)}-p_{j}>v_{i \sigma(i)}-p_{i}$; and that ( $\sigma, p$ ) is weakly budget envy-free (WB-EF) if no agent SB-envies another one. Remark that if $i$ B-envies $j$ but does not strongly B-envies $j$ then $p_{j}=b_{i}$ and $v_{i \sigma(j)}-p_{j}>v_{i \sigma(i)}-p_{i}$.

Our result uses Algorithm 1 of Kempe et al. [15], which finds minimal payments for a given allocation to make the resulting solution WB-EF, and runs in pseudo-polynomial time. As Kempe et al. [15] do not have the constraint of a rent to be paid, we add a final processing stage guaranteeing that the payments sum up to the rent, and that the solution is B-EF (not only WB-EF).

[^1]```
Algorithm 1: B-EF payment, allocation fixed
    Data: instance \(\langle n, V, L, b\rangle\), allocation \(\sigma\)
    Start from \(p_{i}=L-\sum_{k \in A \backslash\{i\}} b_{k}, \forall i \in A\);
    Run Strong B-Envy Removal (cf. Algorithm 1 of Kempe et al. [15]);
    Run Final Payment Increase;
    return \((\sigma, p)\)
```

```
Algorithm 2: Strong B-Envy Removal
    Data: instance \(\langle n, V, L, b\rangle\), allocation \(\sigma\), payment \(p\)
    while There exists edge \((i, j) \in G_{p}\) with \(p_{j}<p_{i}-\lambda_{i j}\) do
        \(p_{j} \leftarrow \min \left\{b_{i}, p_{i}-\lambda_{i j}\right\} ;\)
        if \(p_{j}=b_{i}\) then delete \((i, k)\) from \(G_{p}\) for all \((i, k)\) such that \(p_{k} \geq b_{i}\);
        if \(p_{j}>b_{j}\) or \(p_{j}>v_{j \sigma(j)}\) then return no solution;
    if \(\sum_{i} p_{i}>L\) then return no solution;
    return \((\sigma, p)\)
```

Algorithm 1 of Kempe et al. [15] starts from a lower bound on initial agents' payments, and iteratively increases payments in order to eliminate SB-envy relations by reasoning on a weighted envy graph $G_{p}$ : given an allocation $\sigma$ and a payment vector $p, G_{p}$ is defined by taking $n$ nodes and add edge $(i, j)$ if $p_{j}<b_{i}$, and label existing edges with $\lambda_{i j}=v_{i \sigma(i)}-v_{i \sigma(j)}$. That is, $G_{p}$ contains an edge from $i$ to $j$ if $i$ can afford the price paid by $j$. Observe that the labels of the edges do not depend on the payments: they only represent the potential envy generated by the allocation $\sigma$.

Theorem 1. Given a fixed allocation $\sigma$, we can determine in pseudo-polynomial time if there exists a payment vector $p$ such that $(\sigma, p)$ is affordable, IR, and $B-E F$.

Proof sketch. Our Algorithm 1 starts from an initial payment vector $p=(L-$ $\left.\sum_{k \in A \backslash\{1\}} b_{k}, \ldots, L-\sum_{k \in A \backslash\{n\}} b_{k}\right)$ and draws the envy graph $G_{p}$. It then uses Algorithm 2 (which corresponds to Algorithm 1 in Kempe et al. [15]) to remove SB-envy, if possible, among the agents. If the algorithm does not output a payment vector, or if the sum of payments exceeds the rent, then no solution exists. If Algorithm 2 returns a solution such that the sum of the payments is lower than the rent, then we increase it uniformly (up to the budget or the valuation of the assigned room) to obtain a B-EF solution using Algorithm 3. If this is not possible because of an incompatibility with B-EF, budget limits, or IR, then we output that there is no solution.

We explain our proposed algorithm on the following example:
Example 6. Let $n=3, R=\left\{r_{1}, r_{2}, r_{3}\right\}, L=1000$, valuations and budgets as follows:

|  | room $r_{1}$ | room $r_{2}$ | room $r_{3}$ | budget |
| :--- | :---: | :---: | :---: | :---: |
| agent 1 | 340 | 300 | 500 | 300 |
| agent 2 | 290 | 350 | 470 | 380 |
| agent 3 | 200 | 370 | 485 | 400 |

Consider the allocation $\sigma(i)=r_{i}$ for $i=1,2,3$. We start from initial payments $p=$ $(220,300,320)$, and draw the corresponding envy graph $G_{p}$ :

```
Algorithm 3: Final Payment Increase
    Data: instance \(\langle n, V, L, b\rangle\), allocation \(\sigma\), payments \(p\)
    \(A^{\prime} \leftarrow\left\{i \in A: p_{i}<\min \left\{b_{i}, v_{i \sigma(i)}\right\}\right\} ;\)
    while \(\sum_{i \in A} p_{i}<L\) do
        if \(A^{\prime}=\emptyset\) then return no solution;
        \(\forall i \in A^{\prime}, m_{i} \leftarrow \min \left\{b_{i}, v_{i \sigma(i)}, \min _{j \in A \backslash A^{\prime} \text { st } p_{j} \leq b_{i}} v_{i \sigma(i)}-v_{i \sigma(j)}+p_{j}\right\} ;\)
        \(q \leftarrow \max \left\{0, \min \left\{\frac{L-\sum_{i \in A} p_{i}}{\left|A^{\prime}\right|}, \min _{i \in A^{\prime}}\left\{m_{i}-p_{i}\right\}\right\}\right\} ;\)
        for each \(i \in A^{\prime}\) do \(p_{i} \leftarrow p_{i}+q\);
        \(A^{\prime} \leftarrow\left\{i \in A^{\prime}: p_{i}<m_{i}\right\} ;\)
    if \((\sigma, p)\) is not \(B-E F\) then return no solution;
    return \((\sigma, p)\)
```



Then, when we run Algorithm 2, we can select the edge $(2,1)$ in $G_{p}$ such that $p_{1}<$ $p_{2}-\lambda_{21}$, i.e., $\lambda_{21}=60<300-220=80$. We treat this edge by updating $p_{1}$ to $\min \{300,300-$ $60\}=240$. Then, we can select edge $(2,3)$ where $p_{3}<p_{2}-\lambda_{23}$, i.e., $-120<-20$. We treat this edge by updating $p_{3}$ to $\min \{380,300-(-120)\}=380$, hence, removing edge $(2,3)$ from $G_{p}$. We finally obtain payment $p=(240,300,380)$. This payment generates no $S B$-envy, and the sum of the payments is lower than the rent.

Now we increase the payment of the agents to reach the rent using Algorithm 3. We can first uniformly increase the payment of all agents by 20, reaching payment $p=$ ( $260,320,400$ ), implying that agent 3 reaches her budget (and thus she will not be part of subset $A^{\prime}$ anymore). Finally, we can uniformly increase the payment of agents 1 and 2 by 10, reaching payment $p=(270,330,400)$ to exactly reach the rent.

In Algorithm 2, we have at most $n^{2}$ edges to check at each iteration of the while loop, and we will have at most $\left(\sum_{i \in A} b_{i}\right)$ iterations. So the algorithm runs in $\left(\sum_{i \in A} b_{i}\right) n^{2}$ operations. In Algorithm 3, the while loop runs for at most $n$ iterations, and each iteration of the loop requires $n^{2}$ operations due to Line 4. Hence, the algorithm runs in $O\left(n^{3}\right)$ operations. To sum up, we obtain a pseudo-polynomial algorithm, running in time $O\left(\left(\sum_{i \in A} b_{i}\right) n^{3}\right)$, which is very reasonable. Obtaining a polynomial algorithm would be even better. We thought of reusing Algorithm 2 of [15], which is claimed to compute a WB-EF solution in polynomial time, but we have doubts about its correctness (and no proof is given in Kempe et al. [15]).

Still, now that we know that given an initial allocation, we can compute a payment vector that satisfies B-EF, whenever there exists one, in time $O\left(\left(\sum_{i \in A} b_{i}\right) n^{3}\right)$. This implies that given the valuations, the rent and the budgets, we can compute a solution, if any, in time $O\left(\left(\sum_{i \in A} b_{i}\right) n!n^{3}\right)$. In everyday rent division problems, $n$ is low (typically, no more than 5), therefore we can compute a solution in a reasonable amount of time.

### 4.2 Computing B-EF solutions: fixed payments

In practice, agents looking for flat-sharing will often search for apartments with a rent corresponding to their accumulated budget. In such a case, the payments are fixed as each
agent $i$ must pay $b_{i}$ to reach the total rent $L$. We show that, more generally, given any fixed payment vector $p$, we can efficiently determine if there exists an assignment $\sigma$ of agents to rooms such that $(\sigma, p)$ is affordable, IR, and B-EF.

Theorem 2. Given a fixed payment vector $p$, we can determine if there exists an assignment $\sigma$ of agents to rooms such that $(\sigma, p)$ is affordable, IR, and B-EF in polynomial time.

Proof sketch. First, we can easily check whether the payments are compatible with an affordable solution which meets the rent. Our algorithm tries to build an IR and B-EF assignment in a greedy fashion considering agents in decreasing order w.r.t. payments, as follows: We partition the set of agents into $k$ groups $\left(B_{1}, \ldots, B_{k}\right)$, i.e., $\bigcup_{\ell=1}^{k} B_{\ell}=A$ and $B_{\ell} \cap B_{\ell^{\prime}}=\emptyset$ for every $\ell \neq \ell^{\prime} \in[k]$, such that for all agents $i, j \in B_{\ell}, p_{i}=p_{j}$, and for all agents $i \in B_{\ell}$ and $j \in B_{\ell^{\prime}}$ with $\ell<\ell^{\prime}$, we have that $p_{i}>p_{j}$. Then, we consider sets $B_{\ell}$ with increasing values of $\ell$ (hence, with decreasing payments), and try to assign each agent $i$ in $B_{\ell}$ to a room in $t o p(i)$, the set compounded of her most preferred rooms within the remaining ones. This is done by considering a bipartite graph and determining if there exists a perfect matching in this graph. If there is no such an assignment, or if it violates an IR or B-EF constraint, then we conclude that no valid solution exists.

One can prove that this algorithm returns an assignment $\sigma$ such that $(\sigma, p)$ is affordable, IR and B-EF iff such an assignment exists. The key idea is that, for an assignment to be IR and B-EF, each agent $i$ must receive a room in $\operatorname{top}(i)$.

The algorithm described in the proof of Theorem 2 is illustrated in the next example.
Example 7. Consider the following 4-agent rent division problem where $L=1000$ :

|  | $r_{1}$ | $r_{2}$ | $r_{3}$ | $r_{4}$ | budget = payment |
| :---: | :---: | :---: | :---: | :---: | :---: |
| agent 1 | 100 | 450 | 600 | 300 | 400 |
| agent 2 | 400 | 400 | 700 | 200 | 250 |
| agent 3 | 400 | 100 | 500 | 250 | 250 |
| agent 4 | 300 | 100 | 400 | 300 | 100 |

The budgets sum to the rent, therefore the payment $p_{i}$ for each $i$ is fixed to her budget. The agents are partitioned into 3 groups w.r.t. their payments: $B_{1}=\{1\}, B_{2}=\{2,3\}$, and $B_{3}=\{4\}$. We can define for each agent her top subset of rooms, i.e., their most preferred rooms among the remaining ones by considering the agents in the order of their group: $\operatorname{top}(1)=\left\{r_{3}\right\}, \operatorname{top}(2)=\left\{r_{1}, r_{2}\right\}, \operatorname{top}(3)=\left\{r_{1}\right\}$, and top $(4)=\left\{r_{4}\right\}$. A perfect matching, that satisfies the IR and B-EF constraints, can be found at each step $\ell \in[3]$ between agents in $B_{\ell}$ and rooms in $\bigcup_{i \in B_{\ell}}$ top $(i)$. This process results in the unique assignment $\sigma$ such that $(\sigma, p)$ is IR and B-EF, where $\sigma(1)=r_{3}, \sigma(2)=r_{2}, \sigma(3)=r_{1}$, and $\sigma(4)=r_{4}$. Note that if, we change $v_{1, r_{2}}$ from 450 to 460 , such an assignment $\sigma$ would not exist because agent 1 would necessarily B-envy agent 2.

## 5 Fractional Solutions

In this section, we propose a second solution to find envy-free allocations under individual budgets. The idea is to allow agents to spend a fraction of their time in different rooms, and we study possible implementations of the resulting fractional allocation that minimise the number of room swaps.

Definition 2. $A$ fractional solution to a rent division problem is an $n \times n$ bi-stochastic matrix $X$, with $x_{i j}$ be the fraction of time agent $i$ spends in room $j$, and a price vector $p: A \rightarrow \mathbb{R}$.

The definitions of IR and EF easily extend to fractional solutions. We say that $(X, p)$ is individually rational under quasi-linear utilities if for all agents $i$ we have that $\sum_{j \in R} x_{i j} v_{i j}-$ $p_{i} \geq 0$. Further, we say that a fractional solution $(X, p)$ is envy-free under quasi-linear utilities if the following holds for all agents $i$ and $i^{\prime}$ in $A$ :

$$
\sum_{j \in R} x_{i j} v_{i j}-p_{i} \geq \sum_{j \in R} x_{i^{\prime} j} v_{i j}-p_{i^{\prime}}
$$

Observe that the initial Example 2 admits a fractional EF-solution: let agent 1 spend 6 months a year in room $r_{1}$ and the remaining part in room $r_{2}$ (and symmetrically for agent 2 ). If both agents pay 500 their utility is 0 and by symmetry no agent envies the other. However, fractional EF-allocations do not always exist, as shown by the following example.

Example 8. Consider the following rent division problem under budget with $L=1000$ :

|  | room $r_{1}$ | room $r_{2}$ | budget |
| :---: | :---: | :---: | :---: |
| agent 1 | 700 | 400 | 700 |
| agent 2 | 800 | 300 | 300 |

The only affordable allocation is non-fractional: it assigns room $r_{2}$ to agent 2 at a price of 300, with 1 envying 2.

Allowing fractional allocations is a significant weakening that allows to obtain a solution for quite many instances for which there would be otherwise no solution. To illustrate this, we define below a family of instances for which this is indeed the case.

Proposition 4. For each budget vector $b=\left(b_{1}, \ldots, b_{n}\right)$ such that $\frac{L}{n} \leq b_{i}<L$, there exists a rent division problem which does not admit an affordable EF deterministic solution but that admits a fractional one.

Proof. We first show that if $b_{i} \geq \frac{L}{n}$ for all $i \in A$, then $\langle n, V, L, b\rangle$ admits an affordable fractional EF allocation. To see this, fix payments $p_{i}=\frac{L}{n}$ to be equal for all agents. The fractional solution where all agents spend the same fraction of time in each room, i.e., $x_{i j}=1 / n$ for all $i$ and $j$, is an affordable EF solution.

Now, for all $i \in A$ we fix agent $i$ 's evaluation of room $r_{1}$ at $b_{i}$, zero otherwise - that is, for all $i, v_{i 1}=b_{i}$ and $v_{i j}=0$ for $j \geq 2$. Assume without loss of generality that a deterministic allocation gives room $r_{1}$ to agent 1 . Given that $b_{1}<L$ then $p_{i}>0$ for at least one other agent, who has negative utility and envies agent 1.

### 5.1 Computing fractional solutions

Fractional solutions that are IR and EF, when they exist, can be found in polynomial time by using the following Linear Program (LP). The LP considers as variables $x_{i j} \in[0,1]$ for $i \in A$ and $j \in R$ for the fraction of time $i$ spends in room $j$, and $p_{i}$ for $i \in A$ as the price of agent $i$. The set of linear constraints is the following, formalising that each agent has a room allocated all of the time, that the payments sum to the rent, with the last two lines enforcing IR and EF:

$$
\begin{array}{ll}
\sum_{i} x_{i j}=1 & \forall j \in R \\
\sum_{j} x_{i j}=1 & \forall i \in A \\
\sum_{i} p_{i}=L & \forall i \in A \\
p_{i} \leq b_{i} & \forall i \in A \\
\left(\sum_{j} x_{i j} v_{i j}\right)-p_{i} \geq 0 & \forall i, i^{\prime} \in A \\
\left(\sum_{j} x_{i j} v_{i j}\right)-p_{i} \geq\left(\sum_{j} x_{i^{\prime} j} v_{i j}\right)-p_{i^{\prime}}
\end{array}
$$

When this set of linear constraints has a solution, it may in fact have many solutions. As in Procaccia et al. [18] (cf. their Theorem 1), the objective function can be defined so as to maximise a fairness criterion, such as: maxmin (with one additional variable $y$, add constraints $y \leq \sum_{j}\left(x_{i j} v_{i j}\right)-p_{i}$ for all agents $i$ and, as objective function, maximise $y$ ); or equitability (with one additional variable $y$, add constraints $y \geq\left(\sum_{j}\left(x_{i j} v_{i j}\right)-p_{i}\right)-$ $\left(\sum_{j}\left(x_{i^{\prime} j} v_{i j}\right)-p_{i^{\prime}}\right)$ for any $i$ and $i^{\prime}$ and, as objective function, minimise $y$ ).

### 5.2 Implementing fractional allocations

A fractional solution to a rent division problem can give rise to multiple practical implementations, depending on the sequence of room swaps that agents perform. By Birkhoff's theorem we know that any bi-stochastic matrix $X$ can be decomposed as the convex combination of permutation matrices. In our terminology, this implies that for any fractional solution $X$ there exist $\lambda_{1}, \ldots, \lambda_{k} \in(0,1]$, with $\sum_{t} \lambda_{t}=1$, and $\sigma_{1}, \ldots, \sigma_{k}$ deterministic solutions, such that for all $i \in A$ and $j \in R$ we have that $\sum_{\left\{t \mid \sigma_{t}(i)=j\right\}} \lambda_{t}=x_{i j}$. In line with previous work, we call such a representation a Birkhoff-von Neumann (BvN) decomposition of $X$ of size $k$. The order in which the permutations of a BvN decomposition are considered gives rise to different implementations of a fractional solution $X$ in terms of room swaps:
Definition 3. An implementation I of length $k$ of a fractional solution $X$ is given by $(\Lambda,<)$ where $\Lambda$ is a $k-B v N$ decomposition of $X$ and $<$ is an ordering on $[k]=1, \ldots, k$.

When $I$ is fixed, for simplicity we will assume that $\sigma_{1}, \ldots, \sigma_{k}$ are given following ordering $<$. To discriminate between possible implementations of a fractional solution $X$, we define a natural notion that counts the overall number of swaps that an agent has to perform:

Definition 4. Given an implementation $I$ of $X$, the switch price of agent $i$ is

$$
S_{i}(I)=\left|\left\{t \in\{1, \ldots, k-1\}: \sigma_{t}(i) \neq \sigma_{t+1}(i)\right\}\right|
$$

The following example shows that an implementation in which agents never move back to the same room is not guaranteed to exist:

Example 9. Consider the following fractional allocation $X$ :

|  | room $r_{1}$ | room $r_{2}$ | room $r_{3}$ |
| :---: | :---: | :---: | :---: |
| agent 1 | 0.6 | 0.3 | 0.1 |
| agent 2 | 0.2 | 0.5 | 0.3 |
| agent 3 | 0.2 | 0.2 | 0.6 |

Agent 1 and 3 have to spend $60 \%$ of the time in a room, and agent 2 only $50 \%$. Thus, one of 1 and 3 has to go back to the same room in any implementation of $X$.

### 5.3 Computing minimal-switching implementations

We now show that finding an implementation of a fractional solution minimising the number of switches is computationally hard. We begin by the following decision problem.

Minsum-Switch-Implementation
INPUT: Fractional solution $X, k \in \mathbb{N}$
QUESTION: is there an implementation $I$ of $X$ such that $\sum_{i} S_{i}(I) \leq k$ ?
Theorem 3. Minsum-Switch-Implementation is $N P$-complete.

The proof (in the appendix) uses a reduction from Partition. Now, we show that even if the deterministic allocations composing a BvN decomposition are fixed, finding an ordering that minimises the switch cost is an intractable problem.

## Minsum-Switch-Ordering

INPUT: BvN decomposition $\Lambda$ of length $k, K \in \mathbb{N}$
QUESTION: is there an ordering $<$ over $[k]$ such that $\sum_{i} S_{i}(I) \leq K$ where $I=(\Lambda,<)$ ?
Theorem 4. Minsum-Switch-Ordering is NP-complete.
Proof sketch. Membership to NP is straightforward. To prove hardness we present a reduction from the NP-hard Hamming Salesman Problem (HSP) [10]. An instance of HSP is a string $P=v_{1} \ldots v_{n}, L$, where $v_{i} \in\{0,1\}^{m}$, for some $n$ and $m$, and $L$ is an integer in binary representation. The question is to determine if there exists a Hamiltonian cycle over vertices $v_{i}$ of total cost less than $L$, where the distance between two nodes is given by the Hamming distance. We first show (in the supplementary material) that finding a Hamiltonian path instead of a Hamiltonian cycle is also NP-Hard. Consider now an instance of HSP $P=v_{1} \ldots v_{n}, L$. We create an instance of Minsum-Switch-Ordering where there are $2 m$ agents and $2 m$ rooms. For each vertex $v$ we create a deterministic allocation $\sigma^{v}$ of the rooms as follows: agent $i$ will be assigned to room $i$ (resp. $m+i$ ) and agent $m+i$ will be assigned to room $m+i$ (resp. $i$ ) if the $i$-th bit of $v$ is 0 (resp. 1), for all $i$ in [ $m$ ]. It is clear that the switch cost between $\sigma^{v}$ and $\sigma^{v^{\prime}}$ is equal to two times the Hamming distance between $v$ and $v^{\prime}$. Thus, there is a one-to-one correspondence between Hamiltonian paths on vertices of $P$ and orderings of solutions $\sigma^{v}$. It is therefore sufficient to run Minsum-Switch-Ordering on an implementation composed of $\sigma^{v}$ for $v \in P$ and $K=2 L$ to obtain a solution to the initial HSP instance.

We conjecture that minimising the maximum switch cost is NP-hard as well. Dufossé and Uçar [8] showed that the problem of finding a BvN decomposition with the smallest support (i.e., with the smallest $k$ ) is NP-hard, but this does not necessarily correspond to an implementation which minimises the switch cost.

Even if we showed that finding minimal-switching implementations is computationally hard, the number of agents in typical rent division problems is low, thus the size $k$ of a BvN decomposition is also likely to be small, since $k \leq n^{2}$. Hence, finding minimal-switching implementations can still be performed, e.g., by working on the polytope of deterministic assignments. For instance, Minsum-Switch-Ordering can easily be solved by dynamic programming in $O^{*}\left(2^{k}\right)$ by using the formula:

$$
\Delta(\sigma, S)=\min _{\sigma^{\prime} \in S \backslash\{\sigma\}}\left(s c\left(\sigma, \sigma^{\prime}\right)+\Delta\left(\sigma^{\prime}, S \backslash\{\sigma\}\right)\right)
$$

where $\operatorname{sc}\left(\sigma, \sigma^{\prime}\right)=\left|\left\{i \in A \mid \sigma(i) \neq \sigma^{\prime}(i)\right\}\right|$ is the switch-cost incurred by moving from $\sigma$ to $\sigma^{\prime}$ and $\Delta(\sigma, S)$ is the minimal switch cost incurred by ordering permutations in $S \subseteq \Lambda$ under the constraint that $\sigma$ is placed in the first position. The base cases are $\Delta(\sigma,\{\sigma\})=0$, and the optimal Minsum-Switch-Ordering value is obtained by considering $\min _{\sigma \in \Lambda} \Delta(\sigma, \Lambda)$.

## 6 Discussion

We proposed two approaches to increase the number of instances where a fair rent division is returned. The first one relaxes the notion of envy-freeness to take budget discrepancies into consideration. The second one allows for fractional allocations that are implemented by having agents swap their rooms (and minimising the number of swaps). We can of course


Figure 1: Proportion of rent division instances that admit a solution that is IR and EF, B-EF, fractional (F-EF), or an extension of fractional solutions with B-EF replacing EF (F-BEF), depending on the tightness of the agents' budgets.
combine the two approaches and define budget envy free fractional solutions. We leave this mostly for further study (but see below for how we considered it in our experiments).

We evaluated in simulations the number of additional solutions that our proposals can provide in synthetically generated rent division problems. We generated the agents' valuations of rooms starting from a base value $M_{j}$ for each room, sampled from a uniform distribution in $[25,50]$. All other parameters are sampled from the following normal distributions:

$$
v_{i j} \sim \mathcal{N}\left(M_{j}, \alpha M_{j}\right), L \sim \mathcal{N}\left(\sum_{j} M_{j}, \alpha \sum_{j} M_{j}\right), b_{i} \sim \mathcal{N}\left(\sum_{j} \frac{M_{j}}{n}, \alpha \sum_{j} \frac{M_{j}}{n}\right)
$$

where $0<\alpha<1$. In this way, we generate rent division problems where agents have a correlated valuations for the rooms, and have a budget that is roughly one $n$-th of the rent to be paid (i.e., the agents can pay the rent but their budget is tight). We discarded all instances that did not admit an IR solution, and we then increased the individual budgets by multiplying them by a budget tightness factor which varies between 1 and 2 .

Figure 1 presents our findings for 3 agents setting $\alpha=0.1$. We observe that B-EF and fractional solutions increase significantly the proportion of instances in which a fair allocation exists. In the extreme case of budget tightness equal to 1 , there are twice more instances that can be solved by a B-EF solution than those that allow a classical EF solution. As expected, when the budget is less tight it becomes more and more likely to find a solution (irrespective of the fairness criteria). ${ }^{3}$ We find similar results for $n \in\{2,4,5\}$ and different values of $\alpha$. More details on the experimental design and further results can be found in the supplementary material.

For future work, identifying the computational complexity of determining the existence of B-EF solutions seems to be a challenging open problem. A further interesting direction is to estimate the robustness of our solutions under perturbations of the individual budgets, in line with the work of Peters et al. [17] who however focus on the agents' valuations.

[^2]
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## Appendix

## MIP for computing B-EF solutions

The following mixed linear integer program can be used to find B-EF solutions to a rent division problem with budgets. We use binary variables $x_{i j}$ for $i \in A$ and $j \in R$ to model the assignment, and continuous variables $p_{i}$ for $i \in A$ to model the payments. We include constraints to build an IR solution:

$$
\begin{array}{ll}
\sum_{i} x_{i j}=1 & \forall j \in R \\
\sum_{j} x_{i j}=1 & \forall i \in A \\
\sum_{i} p_{i}=L & \\
p_{i} \leq b_{i} & \forall i \in A \\
\left(\sum_{j} x_{i j} v_{i j}\right)-p_{i} \geq 0 & \forall i \in A
\end{array}
$$

For B-EF we add the following constraints:

$$
\begin{array}{ll}
\sum_{j} v_{i j} x_{i j}-p_{i}+M c_{i i^{\prime}} \geq \sum_{j} v_{i j} x_{i^{\prime} j}-p_{i^{\prime}} & \forall i, i^{\prime} \in A \\
c_{i i^{\prime}}+d_{i i^{\prime}}=1 & \forall i, i^{\prime} \in A \\
p_{i^{\prime}}-c_{i i^{\prime}} M \leq b_{i} & \forall i, i^{\prime} \in A \\
b_{i}-d_{i i^{\prime}} M+\lambda \leq p_{i^{\prime}} & \forall i, i^{\prime} \in A
\end{array}
$$

An agent $i$ can envy another agent $i^{\prime}$ only when she can afford the payment, i.e. when $p_{i^{\prime}} \leq b_{i}$. Our idea is to add in the envy-free statement a value $c_{i i^{\prime}} M$ (where $M$ is a sufficiently large positive constant) and enforce that $c_{i i^{\prime}}=0$ if and only if $p_{i^{\prime}} \leq b_{i}$. To do so, we introduce binary variables $d_{i i^{\prime}}$, a continuous variable $\lambda>0$, three constraints and we set the objective function as maximising $\lambda$. The first constraint ensures that one of $c_{i i^{\prime}}$ or $d_{i i^{\prime}}$ has value 1 and the other 0 . The remaining two constraints are about affording the payment. If $i$ can afford the payment of $i^{\prime}$, i.e., $b_{i} \leq p_{i^{\prime}}$, then it is not possible to have $c_{i i^{\prime}}=1$, for otherwise $d_{i i^{\prime}}$ would be 0 and no value of $\lambda>0$ would satisfy the constraint $b_{i}+\lambda \leq p_{i^{\prime}}$. Thus, in this case $c_{i i^{\prime}}=0, d_{i i^{\prime}}=1, \lambda$ is bounded by $p_{i^{\prime}}-b_{i}+M>0$, and the envy statement applies from agents $i$ to $i^{\prime}$ as intended. When $i$ cannot afford the payment of $i^{\prime}$, i.e., $b_{i}<p_{i^{\prime}}$, then $c_{i i^{\prime}}$ must be 1 to satisfy the constraint $p_{i^{\prime}}-c_{i i^{\prime}} M \leq b_{i}$. Then $d_{i i^{\prime}}=0$ and $\lambda$ is bounded by $p_{i^{\prime}}-b_{i}>0$.

## Full proof of Theorem 1

Termination and pseudo-polynomiality of Algorithm 2. Note that at each iteration of the while loop, we increase the payment of agent $j$ in line 2 by setting $p_{j}$ to $\min \left(b_{i}, p_{i}-\lambda_{i j}\right)$ (payments are never decreased). Additionally, note that the payment values are always integer valued by induction. Indeed, as all input parameters are integer valued, $b_{i}$ and $p_{i}-\lambda_{i j}$ must be integer valued if $p_{i}$ is. Hence, the algorithm stops after at most $n \sum_{i \in A} b_{i}$ iterations, as additional iterations would lead one agent to violate its budget constraint. Last, note that all operations performed in one iteration of the while loop can be performed in polynomial time.

Correctness of Algorithm 2. Let $p^{0}$ be the vector of initial payments. We wish to compute a minimal payment vector $p$ satisfying the following conditions:
(i) $p_{i} \geq p_{i}^{0}$, for every $i \in A$,
(ii) $(\sigma, p)$ is WB-EF, IR, and affordable,
(iii) $\sum_{i \in A} p_{i} \leq L$.

We prove the correctness of Algorithm 2 by proving the following lemma.
Lemma 1. When Algorithm 2 returns a payment vector $p^{*}$, then it satisfies (i), (ii), (iii) and is such that $p_{i}^{*} \leq p_{i}^{\prime}$ for all $i \in A$ and for all payment vectors $p^{\prime}$ satisfying (i), and (ii). When Algorithm 2 returns no solution, then no payment vector $p^{\prime}$ satisfies (i), (ii), and (iii).

Proof. When the algorithm returns a payment vector $p^{*}$, then it satisfies (i), (ii) and (iii) by construction (see lines 4 and 5). The rest of the proposition is proven as follows, let $p^{t}$ be the payment vector at iteration $t$ of the while loop of Algorithm 2. We prove by induction on $t$ that any payment vector $p^{\prime}$ satisfying (i) and (ii), if any, is such that $p_{i}^{t} \leq p_{i}^{\prime}$ for all $i \in A$. This is proven in Claim 1. This shows that when Algorithm 2 returns no solution, then no payment vector $p^{\prime}$ satisfies (i), (ii), and (iii), because this means that we obtain $p^{t}$ that violates IR, the budget constraints or exceeds the rent.

Claim 1. At each iteration $t$ of the while loop of Algorithm 2, if there exists an edge $(i, j) \in G_{p^{t}}$ with $p_{j}^{t}<p_{i}^{t}-\lambda_{i j}$, then any payment vector $p^{\prime}$ satisfying (i) and (ii), is such that $p_{j}^{t+1}=\min \left\{b_{i}, p_{i}^{t}-\lambda_{i j}\right\} \leq p_{j}^{\prime}$.

Proof. We will prove the claim by induction. For the basis case $p^{0}$, if there exists an edge $(i, j) \in G_{p^{0}}$ with $p_{j}^{0}<p_{i}^{0}-\lambda_{i j}$, then the only solutions to remove SB-envy from $i$ to $j$ are to increase $p_{j}^{0}$ or to decrease $p_{i}^{0}$. As any payment vector satisfying (i) has $p_{i}^{\prime} \geq p_{i}^{0}$, it must have $p_{j}^{\prime} \geq \min \left\{b_{i}, p_{i}^{0}-\lambda_{i j}\right\}$ in order to satisfy (ii). Now assume that Claim 1 holds up to iteration $t$. Then, it implies that any payment vector $p^{\prime}$ satisfying (i) and (ii), is such that $p_{i}^{t} \leq p_{i}^{\prime}$ for all $i \in A$. Similarly as previously, if there exists an edge $(i, j) \in G_{p^{t}}$ with $p_{j}^{t}<p_{i}^{t}-\lambda_{i j}$, then the only solutions to remove SB-envy from $i$ to $j$ are to increase $p_{j}^{t}$ or to decrease $p_{i}^{t}$. As $p_{i}^{\prime}$ must be greater than or equal to $p_{i}^{t}$, it must be that $p_{j}^{\prime} \geq \min \left\{b_{i}, p_{i}^{t}-\lambda_{i j}\right\}$ in order to satisfy (ii).

Termination and polynomiality of Algorithm 3. Concerning Algorithm 3, the while loop 2-7 can only run for $n$ iterations and each iteration runs in $\mathcal{O}\left(n^{2}\right)$. Indeed, we increase the payment of each agent in $A^{\prime}$ (for whom it is still possible to do it without violating IR or affordability) by the same amount $q$ which corresponds to either the rest of the rent or the maximum that an agent in $A^{\prime}$ can still pay. At each non-final iteration of this while loop, the payment of at least one agent will be set to the maximum she can pay, and this agent will not be part of $A^{\prime}$ anymore at the next iteration. Hence, this while loop is executed at most $n$ times.

Correctness of Algorithm 3. Note that by construction, if Algorithm 3 returns a payment vector $p$, then $(\sigma, p)$ is $\mathrm{B}-\mathrm{EF}$, IR, and affordable and the values in $p$ sum up to the rent. We shall now show that if the algorithm does not return a solution, then none exists.

Let $p^{*}$ denote the payment vector obtained from Algorithm 2. From the correctness of Algorithm 2, we observe that the desired payment vector $p$ should satisfy:
(i') $p_{i} \geq p_{i}^{*}$ for every $i \in A$,
(ii') $(\sigma, p)$ is WB-EF, IR, and affordable.
We now show the following lemma.
Lemma 2. Assume Algorithm 3 returns no solution and let $\hat{p}$ be the payment vector and $\hat{A}^{\prime}$ the set $A^{\prime}$ when the algorithm terminates. Then $\hat{p}$ satisfies ( $i^{\prime}$ ) and ( $i i^{\prime}$ ) and is such that $p_{i}^{\prime} \leq \hat{p}_{i}$ for all payment vectors $p^{\prime}$ satisfying ( $i^{\prime}$ ) and ( $i i^{\prime}$ ) and $i \in A \backslash \hat{A}^{\prime}$.

Proof. The payment vector $\hat{p}$ satisfies ( $\mathrm{i}^{\prime}$ ) and (ii') by construction. Indeed, we only increase payments (Line 6) and we do so by making sure that we do not violate any budget or individual rationality constraint nor do we create any new envy relation.

Let $p^{\prime}$ be a payment vector satisfying ( $\mathrm{i}^{\prime}$ ) and (ii'). Let $A_{t}^{\prime}$ denote the set $A^{\prime}$ at step $t$. Recall that by construction, $A_{t+1}^{\prime} \subseteq A_{t}^{\prime}$. For $i \in A \backslash \hat{A}^{\prime}$, let $t_{i}$ be the first step of the algorithm for which agent $i$ belongs to $A \backslash A_{t_{i}}^{\prime}$. Let us consider agents in $A \backslash \hat{A}^{\prime}$ by sorting them by increasing $t_{i}$ values. By induction, we prove that for each agent $i, p_{i}^{\prime} \leq \hat{p}_{i}$. It is true for 1 , as she necessarily has $\hat{p}_{1}=v_{1 \sigma(1)}$, or $\hat{p}_{1}=b_{1}$. Let us assume this property true for agents $1, \ldots, i-1$, then the property is true for $i$ as when $i$ is removed from $A^{\prime}$ we either have $\hat{p}_{i}=v_{i \sigma(i)}$, or $\hat{p}_{i}=b_{i}$, or $v_{i \sigma(i)}-\hat{p}_{i}=v_{i \sigma(j)}-\hat{p}_{j}$, for a value $j \in\{1, \ldots, i-1\}$ such that $p_{j} \leq b_{i}$. In this last case, we use the induction assumption to conclude.

We now conclude by investigating the two conditions for which the algorithm may not return a solution. If the algorithm terminates in Line 3, then by Lemma 2, it follows that if $\hat{p}$ cannot reach the rent, then no payment vector satisfying ( $\mathrm{i}^{\prime}$ ) and (ii') can. If the algorithm terminates in Line 8, then it means that there exist two agents $i$ and $j$ such that $v_{i \sigma(i)}-\hat{p}_{i}<v_{i \sigma(j)}-\hat{p}_{j}$ with $\hat{p}_{j}=b_{i}$. This may only happen if 1) $\sum_{i} p_{i}^{*}=L$ or if 2) $j \in A \backslash \hat{A}^{\prime}$ and $j$ has never increased her payment in Line 6 . In the first case, the argument follows from the fact that increasing the payment of $j$, which is the only way to remove envy while respecting ( $\mathrm{i}^{\prime}$ ), would exceed the rent. In the second case, necessarily $v_{i \sigma(i)}-p_{i}^{*}<v_{i \sigma(j)}-p_{j}^{*}$ and $p_{j}^{*}=\hat{p}_{j}=b_{i}$. Then increasing the payment of $j$, which is the only way to remove envy while respecting ( $\mathrm{i}^{\prime}$ ), is not possible due to Lemma 2.

Discussion about the polynomial algorithm in [15] We explain here our doubts about Algorithm 2 in [15], which is claimed to be a polynomial-time algorithm for finding minimal payments that make the solution affordable, IR, and WB-EF, given an initial allocation. We start with the following example with two agents and two rooms, and the following valuations:

|  | room $r_{1}$ | room $r_{2}$ | budget |
| :--- | :---: | :---: | :---: |
| agent 1 | 400 | 500 | 450 |
| agent 2 | 0 | 500 | 500 |

Let $\sigma$ allocate $r_{1}$ to agent 1 and $r_{2}$ to agent 2. Starting with payments $p=(0,0)$, we obtain the following envy graph $G_{p}$.


Algorithm 2 in [15] runs a while loop which is executed while there exists a negative cycle in $G_{p}$. At the end of the while loop the algorithm returns an affordable, IR, and B-EF price vector or claims that none exist. Note that in our example there is no negative cycle in $G_{p}$. Hence the algorithm would just return $p=(0,0)$ which is not B-EF as agent 1 B-envies agent 2.

Note that in a positive cycle containing one negative arc, such as in the previous example, we can treat the negative arc by raising payments along the cycle (in a similar way as does Algorithm 1 in Kempe et al. [15]) without having to pass twice by the same arc. This may not be true with more than one negative arc in such a positive cycle.

We believe that it may be possible to give some conditions, like those established in Algorithm 2 of Kempe et al. [15], to identify the agent from which to start the treatment of negative arcs in a positive cycle, in order to avoid treating several times the same arc in the cycle. This is left for future work.

```
Algorithm 4:
    Data: Rent division with budgets instance \(\langle n, V, L, b\rangle\), and a payment vector \(p\),
                definition of \(B_{\ell}\) and \(\pi_{\ell}\) as described in the proof.
    \(M \leftarrow R ; \sigma \leftarrow \emptyset ;\)
    for \(\ell=1\) to \(\ell=k\) do
        for each agent \(i \in B_{\ell}\) do
            \(v(i) \leftarrow \max _{j \in M} v_{i j} ;\)
            top \((i) \leftarrow\left\{j \in M: v_{i j}=v(i)\right\} ;\)
            if \(v(i)<\pi_{\ell}\) then return false;
        \(\operatorname{top}\left(B_{\ell}\right) \leftarrow \bigcup_{i \in B_{\ell}} \operatorname{top}(i)\);
        if \(\left|B_{\ell}\right| \neq\left|\operatorname{top}\left(B_{\ell}\right)\right|\) then return false;
        for every agent \(i \in \bigcup_{\ell^{\prime}=1}^{\ell-1} B_{\ell^{\prime}}\) do
            if there exists a room \(j \in \operatorname{top}\left(B_{\ell}\right)\) such that \(v(i)-p_{i}<v_{i j}-\pi_{\ell}\) then
            return false;
        for every agent \(i \in B_{\ell}\) do
            if there exists a room \(j \in \operatorname{top}\left(B_{\ell^{\prime}}\right)\) such that \(\ell^{\prime}<\ell, \pi_{\ell^{\prime}} \leq b_{i}\) and
                \(v(i)-p_{i}<v_{i j}-\pi_{\ell^{\prime}}\) then return false;
        Let \(G=\left(B_{\ell} \cup \operatorname{top}\left(B_{\ell}\right), E\right)\) be a bipartite graph where \((i, j) \in E\) iff \(j \in \operatorname{top}(i)\);
        if there is no perfect matching in \(G\) then
            return false
        else \(\theta \leftarrow\) a perfect matching in \(G\);
        \(\sigma \leftarrow \sigma \cup \theta ; M \leftarrow M \backslash \operatorname{top}\left(B_{\ell}\right) ;\)
    return \((\sigma, p)\)
```


## Full proof of Theorem 2

First, note that one can easily check if $p_{i} \leq b_{i}$ for all $i \in A$ and that $\sum_{i \in A} p_{i}=L$ to ensure that the payments are compatible with an affordable solution which meets the total rent. If this condition is not met, we can return that finding an affordable solution given payments $p$ is not feasible.

To prove Theorem 2, we consider Algorithm 4, which tries to build an IR and B-EF assignment in a greedy fashion considering agents in decreasing order w.r.t. payments.

Description. In a preliminary step, we partition the set of agents into $k$ groups $\left(B_{1}, \ldots, B_{k}\right)$, i.e., $\bigcup_{\ell=1}^{k} B_{\ell}=A$ and $B_{\ell} \cap B_{\ell^{\prime}}=\emptyset$ for every $\ell \neq \ell^{\prime} \in[k]$, such that for all agents $i, j \in B_{\ell}, p_{i}=p_{j}$ holds, and for all agents $i \in B_{\ell}$ and $j \in B_{\ell^{\prime}}$ with $\ell<\ell^{\prime}$, we have that $p_{i}>p_{j}$. We denote by $\pi_{\ell}$ the payment that is common to all agents in group $B_{\ell}$, i.e., $\pi_{\ell}=p_{i}$ for all agents $i \in B_{\ell}$, and by $B(i)$ the group of agent $i$, i.e., $i \in B(i)$.

Then, we consider sets $B_{\ell}$ with increasing values of $\ell$ (hence, with decreasing values of payments), and try to assign each agent $i$ in $B_{\ell}$ to a room in $\operatorname{top}(i)$, the set compounded of her most preferred rooms within the remaining ones. This is done by considering a bipartite graph and determining if there exists a perfect matching as detailed in lines 13-17. If such an assignment is not possible (line 14), or if it violates an IR (line 6) or B-EF constraint (lines 10 or 12), then the algorithm returns that no affordable, IR, and B-EF solution exists.

Termination and polynomiality. Termination and polynomiality of Algorithm 4 are straightforward as the algorithm consists in an outer loop of $k(\leq n)$ iterations, with inner loops of at most $n^{2}$ iterations (e.g., lines 9 and 10) and all operations realized in these
loops can be performed in polynomial time. Notably, note that determining if there exists a perfect matching in a bipartite graph can be performed in polynomial time.

Correctness. Note that any solution $(\sigma, p)$ returned by the algorithm is necessary affordable and meets the total rent $L$ due to our preprocessing step. We now show the correctness of Algorithm 4 through two lemmas.

Lemma 3. If Algorithm 4 returns a solution $(\sigma, p)$, it is necessarily $I R$, and $B-E F$.
Proof. Note that any solution ( $\sigma, p$ ) returned by the algorithm is necessary IR due to the condition in line 6 and the fact that each agent $i$ is matched to a room in $\operatorname{top}(i)$.

Suppose that the allocation $\sigma$ returned by the algorithm is not B-EF. Then, there exist two agents $i$ and $j$ such that $p_{j} \leq b_{i}$ and $v_{i \sigma(i)}-p_{i}<v_{i \sigma(j)}-p_{j}$.

- If $p_{i}=p_{j}$ (hence $B(i)=B(j)$ ), then agents $i$ and $j$ were assigned their rooms at the same step of the algorithm. Moreover, since $p_{i}=p_{j}$, we must have $v_{i \sigma(i)}<v_{i \sigma(j)}$, which means that room $\sigma(j)$ that $i$ prefers to $\sigma(i)$ was still available at this step but $i$ was assigned room $\sigma(i)$, which contradicts the fact that $i$ was assigned a room in top $(i)$.
- If $p_{i}>p_{j}$, we have $B_{\ell}:=B(i)$ and $B_{\ell^{\prime}}:=B(j)$ with $\ell<\ell^{\prime}$. Therefore, $\sigma(i)$ is assigned to agent $i$ before the assignment of $\sigma(j)$ to agent $j$. However, this would imply that at iteration $\ell^{\prime}$ of the outer loop, the condition given in line 10 is fulfilled and thus the algorithm must have returned "false", a contradiction (note that in line 10, we must have $\left.b_{i} \geq p_{i}>\pi_{\ell}\right)$.
- If $p_{i}<p_{j}$, we have $B_{\ell}:=B(i)$ and $B_{\ell^{\prime}}:=B(j)$ with $\ell>\ell^{\prime}$. Therefore, $\sigma(i)$ is assigned to agent $i$ after the assignment of $\sigma(j)$ to agent $j$. However, this would imply that at iteration $\ell$ of the outer loop, the condition given in line 12 is fulfilled and thus the algorithm must have returned "false", a contradiction.

Hence, if the algorithm returns a solution $(\sigma, p)$, it is necessarily IR, and B-EF.
Lemma 4. If there exists an affordable $I R$ and B-EF solution, then Algorithm 4 returns a solution $(\sigma, p)$.

Proof. Suppose that there exists a B-EF allocation $\sigma$. We will first prove by induction that, in allocation $\sigma$, each agent $i \in B_{\ell}$ must be assigned a room in $\operatorname{top}(i)$, as defined in line 5 of the algorithm, where $M=R \backslash \bigcup_{\ell^{\prime}=1}^{\ell-1} \operatorname{top}\left(B_{\ell^{\prime}}\right)$.

Each agent $i$ in $B_{1}$ must receive a room $\sigma(i)$ that she values the most. Otherwise there exists another agent $j$ with $p_{j} \leq p_{i} \leq b_{i}$ assigned to a room $r$ such that $v_{i r}>v_{i \sigma(i)}$, and therefore agent $i$ would be B-envious towards $j$ as $v_{i \sigma(i)}-p_{i}<v_{i r}-p_{j}$, a contradiction.

Assume now that the claim holds for every $B_{\ell}$ where $\ell \in[m]$ for some $m \in[k]$, and analyze the case of $B_{m+1}$. First of all, a room $r$ in $\bigcup_{\ell=1}^{m} \operatorname{top}\left(B_{\ell}\right)$ cannot be assigned to an agent $i$ in $B_{m+1}$. Otherwise, there exists an agent $j \in B_{\ell}$ with $\ell \leq m$ such that $r \in \operatorname{top}(j)$, and by induction assumption $\sigma(j) \in \operatorname{top}(j)$. Therefore, we would have $v_{j r}=v_{j \sigma(j)}$ and thus $v_{j \sigma(j)}-p_{j}<v_{j r}-p_{i}$ with $p_{i}<p_{j} \leq b_{j}$, meaning that $j$ is B-envious towards $i$, a contradiction. It follows that agent $i$ must be assigned a room in $M:=R \backslash \bigcup_{\ell=1}^{m} \operatorname{top}\left(B_{\ell}\right)$.

If agent $i$ is not assigned to one of her most preferred room in $M$, then it means that there exists a room $r \in M$ such that $v_{i r}>v_{i \sigma(i)}$, that has been assigned to an agent $j \in \bigcup_{\ell=m+1}^{k} B_{\ell}$ (by induction assumption, agents in $\bigcup_{\ell=1}^{m} B_{\ell}$ cannot receive it). It follows from $b_{j} \leq b_{i}$ that $v_{i r}-b_{j}>v_{i \sigma(i)}-b_{i}$, meaning that $i$ is B-envious towards $j$, a contradiction. This concludes the proof of the claim stating that $\sigma(i) \in \operatorname{top}(i)$ for every $i \in A$.

|  | $R_{1}^{1}$ | $R_{2}^{1}$ | $\ldots$ | $R_{n}^{1}$ | $R_{1}^{2}$ | $R_{2}^{2}$ | $\ldots$ | $R_{n}^{2}$ | $R_{1}^{3}$ | $R_{2}^{3}$ | $\ldots$ | $R_{n}^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{1}^{1}$ | $v_{1}$ | $v_{n}$ | $\ldots$ | $v_{2}$ | $S$ | 0 | $\ldots$ | 0 | $S$ | 0 | $\ldots$ | 0 |
| $A_{2}^{1}$ | $v_{2}$ | $v_{1}$ | $\ldots$ | $v_{n}$ | 0 | $S$ | $\ldots$ | 0 | 0 | $S$ | $\ldots$ | 0 |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $A_{n}^{1}$ | $v_{n}$ | $v_{n-1}$ | $\ldots$ | $v_{1}$ | 0 | 0 | $\ldots$ | $S$ | 0 | 0 | $\ldots$ | $S$ |
| $A_{1}^{2}$ | $2 S$ | 0 | $\ldots$ | 0 | $\frac{1}{2} S$ | 0 | $\ldots$ | 0 | $\frac{1}{2} S$ | 0 | $\ldots$ | 0 |
| $A_{2}^{2}$ | 0 | $2 S$ | $\ldots$ | 0 | 0 | $\frac{1}{2} S$ | $\ldots$ | 0 | 0 | $\frac{1}{2} S$ | $\ldots$ | 0 |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $A_{n}^{2}$ | 0 | 0 | $\ldots$ | $2 S$ | 0 | 0 | $\ldots$ | $\frac{1}{2} S$ | 0 | 0 | $\ldots$ | $\frac{1}{2} S$ |
| $A_{1}^{3}$ | 0 | 0 | $\ldots$ | 0 | $\frac{3}{2} S$ | 0 | $\ldots$ | 0 | $\frac{3}{2} S$ | 0 | $\ldots$ | 0 |
| $A_{2}^{3}$ | 0 | 0 | $\ldots$ | 0 | 0 | $\frac{3}{2} S$ | $\ldots$ | 0 | 0 | $\frac{3}{2} S$ | $\ldots$ | 0 |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $A_{n}^{3}$ | 0 | 0 | $\ldots$ | 0 | 0 | 0 | $\ldots$ | $\frac{3}{2} S$ | 0 | 0 | $\ldots$ | $\frac{3}{2} S$ |

Table 1: The matrix used in the reduction of Theorem 3. It can be made bistochastic by dividing every cell by $3 S$.

By definition, we have that $\bigcup_{\ell=1}^{k} \operatorname{top}\left(B_{\ell}\right)=R$ and $\operatorname{top}\left(B_{\ell}\right) \cap \operatorname{top}\left(B_{\ell^{\prime}}\right)=\emptyset$ for every $\ell \neq \ell^{\prime} \in[k]$. Therefore, since $\sigma(i) \in \operatorname{top}(i)$ for every $i \in A$ and $\sigma$ is a valid B-EF allocation, $\left|B_{\ell}\right|=\left|\operatorname{top}\left(B_{\ell}\right)\right|$ must be true. Hence, the algorithm cannot stop at line 8.

It follows from the fact that $\sigma(i) \in \operatorname{top}(i)$ for every $i \in A$, that the utility of each agent $i \in A$ is fixed, no matter the choice of the room in $\operatorname{top}(i)$. As payments and utilities obtained by each agent are fixed, one can check if these values induce any B-envy relation either from an agent in $B_{\ell}$ towards an agent in $B_{\ell^{\prime}}$ with $\ell<\ell^{\prime}$ (line 10) or vice-versa (line 12), or if they violate the IR constraints (line 6). Hence, since there exists a valid IR and B-EF solution $(\sigma, p)$, the algorithm cannot stop at any of lines 6,10 , and 12 .

Finally, since there exists a valid B-EF allocation $\sigma$, it means that it was possible to assign to each member $i$ of a group $B_{\ell}$ a room in $\operatorname{top}(i)$. It follows that the algorithm cannot stop at line 14 .

Note that Algorithm 4 can easily be adapted to find an affordable, IR, and EF (instead of B-EF) solution when $p$ is fixed. Indeed, it is only sufficient to remove the condition $p_{\ell^{\prime}} \leq b_{i}$ in line 12.

## Full proof of Theorem 3

We show the full proof of Theorem 3: Minsum-Switch-Implementation is NP-complete.
Proof. Membership to NP is straightforward. For hardness we reduce from the NP-complete problem of Partition. Given an instance $U=\left\{v_{1}, \ldots, v_{n}\right\}$ of Partition with $S=\sum_{i=1}^{n} v_{i}$, create a $3 n \times 3 n$ bi-stochastic matrix $X$ as depicted in Table 1. We first observe that $X$ admits an implementation in which no agent returns to the same room iff there is an implementation with $\sum_{i} S_{i}(I)=(n+2) n+3 n+2 n=n^{2}+7 n$ (this can be seen by counting the number of non-zero cells in each row of $X$ ). Further, observe that for each value $v \in U$ and agent in $A_{1}^{i}$, there is a room $R^{*}(i, v) \in\left\{R_{1}^{1}, R_{2}^{1}, \ldots, R_{n}^{1}\right\}$ with value $v$ in the matrix. We call $R^{*}(i, v)$ the $v$-corresponding room for agent $A_{1}^{i}$. We now show that there is a solution to Partition iff $X$ admits an implementation with $\sum_{i} S_{i}(I) \leq n^{2}+7 n$, which is equivalent to the existence of an implementation where no agent returns in any room.

If there is a subset $V \subset U$ such that $\sum_{v \in V} v=0.5 S$, we provide the following implementation. For each element $v \in V$ we give to agents in $\left\{A_{1}^{1}, \ldots, A_{n}^{1}\right\}$ their room corresponding
to $v$, giving rise to $|V|$ switches for a total time of $0.5 S$. Meanwhile agents $\left\{A_{1}^{2}, \ldots, A_{n}^{2}\right\}$ receive rooms $\left\{R_{1}^{2}, \ldots, R_{n}^{2}\right\}$ and agents $\left\{A_{1}^{3}, \ldots, A_{n}^{3}\right\}$ receive rooms $\left\{R_{1}^{3}, \ldots, R_{n}^{3}\right\}$. When agents $\left\{A_{1}^{2}, \ldots, A_{n}^{2}\right\}$ are done with $\left\{R_{1}^{2}, \ldots, R_{n}^{2}\right\}$, they exchange with agents in $\left\{A_{1}^{1}, \ldots, A_{n}^{1}\right\}$. Similarly, when agents $\left\{A_{1}^{3}, \ldots, A_{n}^{3}\right\}$ are done with $\left\{R_{1}^{3}, \ldots, R_{n}^{3}\right\}$, they exchange with agents in $\left\{A_{1}^{1}, \ldots, A_{n}^{1}\right\}$. Lastly, when agents $\left\{A_{1}^{2}, \ldots, A_{n}^{2}\right\}$ are done with $\left\{R_{1}^{1}, \ldots, R_{n}^{1}\right\}$, they exchange with agents in $\left\{A_{1}^{1}, \ldots, A_{n}^{1}\right\}$ such that they receive rooms corresponding to values not in $V$. Such implementation allows the agents never to return to a room they visited and is thus a solution to Minsum-Switch-Implementation with $K=n^{2}+7 n$.

Conversely, assume there is an implementation of $X$ where agents never come back into a room they occupied. In this case, we show that agents in $\left\{A_{1}^{2}, \ldots, A_{n}^{2}\right\}$ necessarily start with a room corresponding to value $0.5 S$. Otherwise, after a period of $2 S$ no agent would be free to exchange with her. To see this, consider that agents in $\left\{A_{1}^{3}, \ldots, A_{n}^{3}\right\}$ should still should occupy their current room for some time (they have swapped at time $0.5 S+S$ ). The same is true for agents in $\left\{A_{1}^{1}, \ldots, A_{n}^{1}\right\}$. Indeed, suppose that agent $A_{j}^{1}$ can leave her room at time $2 S$. This is only possible if she first occupied room $R_{j}^{2}$ and then directly switched to $R_{j}^{3}$ (or vice-versa). This is not possible as if $A_{j}^{1}$ is in $R_{j}^{2}$ then the occupant of $R_{j}^{3}$ is necessarily $A_{j}^{3}$, which will not be free to exchange with her at time $S$. Hence, agents in $\left\{A_{1}^{2}, \ldots, A_{n}^{2}\right\}$ necessarily start with a room corresponding to value $0.5 S$, which in turn implies that after $0.5 S$ all agents need to swap their rooms. In particular, any agent in $\left\{A_{1}^{2}, \ldots, A_{n}^{2}\right\}$ necessarily exchange with an agent in $\left\{A_{1}^{1}, \ldots, A_{n}^{1}\right\}$. This implies that the rooms occupied by $A_{j}^{1}$ provide a set $V \subset U$ such that $\sum_{v \in V} v=0.5 S$, i.e., a solution to the initial Partition problem.

## Full proof of Theorem 4

We provide here the full proof of Theorem 4: Minsum-Switch-Ordering is NP-complete.
Proof. Membership to NP is straightforward. To prove hardness we present a reduction from the NP-hard Hamming Salesman Problem (HSP) [10]. An instance of HSP is a string $P=v_{1} \ldots v_{n}, L$, where $v_{i} \in\{0,1\}^{m}$, for some $n$ and $m$, and $L$ is an integer in binary representation. The question is to determine if there exists a Hamiltonian cycle over vertices $v_{i}$ of total cost less than $L$, where the distance between two nodes is given by the Hamming distance. Note that $L$ can be assumed less than $n m$.

We first show that finding a Hamiltonian path instead of a Hamiltonian cycle is also NP-Hard. Indeed, one can guess two consecutive nodes $v$ and $v^{\prime}$ in a Hamiltonian cycle providing a solution to the former problem (one out of the $n-1$ guesses $\left(v_{i}, v_{n}\right), i$ in $[n-1]$ must be correct). Then, there is a Hamiltonian cycle of total cost less than $L$ iff for one guess there exists a Hamiltonian path starting in $v$ and ending in $v^{\prime}$ of total cost less than $L-d\left(v, v^{\prime}\right)$. The last argument is that one can modify the instance to enforce that any two nodes $v$ and $v^{\prime}$ are the endpoints by increasing the distances of $v$ and $v^{\prime}$ to all other nodes by increasing the sizes of the bit strings. Formally, given $v$ and $v^{\prime}$ and a bound $T$, we create two nodes $\tilde{v}$ and $\tilde{v}^{\prime}$ by adding to $v, T$ zeros and then $T$ ones and to $v^{\prime}, T$ ones and then $T$ zeros. To all other nodes, we add $2 T$ zeros. Clearly, there exists a Hamiltonian path with $v$ and $v^{\prime}$ as endpoints and total cost lower than $T$ iff in the modified instance, there exists a Hamiltonian path with total cost lower than $3 T$.

Consider now an instance of HSP $P=v_{1} \ldots v_{n}$, L. We create an instance of Minsum-Switch-Ordering where there are $2 m$ agents and $2 m$ rooms. For each vertex $v$ we create a deterministic allocation $\sigma^{v}$ of the rooms as follows: agent $i$ will be assigned to room $i$ (resp. $m+i$ ) and agent $m+i$ will be assigned to room $m+i$ (resp. $i$ ) if the $i$-th bit of $v$ is 0 (resp. 1), for all $i$ in $[m]$. It is clear that the switch cost between $\sigma^{v}$ and $\sigma^{v^{\prime}}$ is equal to two times the Hamming distance between $v$ and $v^{\prime}$. Thus, there is a one-to-one correspondence
between Hamiltonian paths on vertices of $P$ and orderings of solutions $\sigma^{v}$. It is therefore sufficient to run Minsum-Switch-Ordering on an implementation composed of $\sigma^{v}$ for $v \in P$ and $K=2 L$ to obtain a solution to the initial HSP instance.

## Experimental design and further results

We detail in this section our experimental design to evaluate the number of additional solutions that our proposal bring with respect to classical rent division under budget. For a fixed number of agents, we generated instances of rent division under budget $\langle n, V, L, b\rangle$ using the following methodology:

Room base values: we draw base values for rooms uniformly at random between 25 and 50 , then multiplied by 10 . Call $M_{j}$ the base value of room $j \in R$.

The rent, valuations, and budget are sampled from normal distributions where the means are based on the base values of rooms and the standard deviations are percentages $0<\alpha<1$ of the mean (we used $\alpha=0.1$ for most of our experiments, see Figure 3 for a comparison with $\alpha=0.2$ ).

Rent: we draw the rent as a normal distribution centered at $\sum_{j} M_{j}$ with standard deviation $\alpha \sum_{j} M_{j}$.

Individual valuations of rooms: for each $i \in A$ and $j \in R$ we draw $v_{i j}$ from a normal distribution centered at $M_{j}$ with standard deviation $\alpha M_{j}$.

Individual budgets: for each $i \in A$ we draw the budget $b_{i}$ from a normal distribution centered at $\frac{\sum_{j} M_{j}}{n}$ with standard deviation $\alpha \frac{\sum_{j} M_{j}}{n}$.

This way of generating profiles allows us to start with situations where agents have a correlated evaluation of rooms, and have a budget that is roughly one $n$-th of the rent to be paid. If a generated instance does not allow for an IR solution we disregard it (we assume that roommates would not consider to rent a flat together if they notice no IR solution exist). Then, we check the existence of solutions that are EF, B-EF, or their fractional counterparts. Then, we investigate whether more solutions exist when the budget increases. For fixed valuations and rent, we increased the tightness of the budget by multiplying all individual budgets by $x \in[1,2]$. When $x=1$ there are still a number of instances where the agents cannot afford the apartment, while at $x=2$ we are close to rent division with unlimited budgets, that always admits an EF solution (note that however it does not always admit an EF and IR solution, as we do not assume that individual valuations sum to the rent, cf. Section 3.3).

Checking the existence of solutions was performed using an MIP under Gurobi [13]. We investigated the case of $n \in\{2,3,4,5\}$ and we generated 1000 instances for each value of $n$. We provide the results for $\alpha=0.1$ for different values of $n$ in Figure 2, showing that the number of agents does not seem to have an impact on our results. For $x=1$, the sum of the budget of each agent equals the rent in expectation, so the budgets are tight. We observe that using B-EF or fractional allocations increase significantly the likelihood of having a solution compared to EF. In particular, a significant number of instances that do not admit an EF solution do have a B-EF solution (for instance, when $x=1$ in most plots there are twice more B-EF instances than EF ones). This is a particularly positive message, since B-EF solutions are deterministic, and thus easier to accept by the agents than fractional ones. When $x$ increases, i.e. when the budgets are less tight, the difference becomes less significant.


Figure 2: Frequency of existence of solutions for different values of $n=2,3,4,5$. All experiments are run with $\alpha=0.1$ for 1000 instances.
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Figure 3: Frequency of existence of solutions for $n=4$ and different values of $\alpha$. All experiments are run for 1000 instances.

In Figure 3, we fixed $n=4$ and we present results for two values of $\alpha$ : the values of agents for the same room are closer when $\alpha$ is small. Having more variations in the valuations decreases the likelihood of existence of EF solutions. Surprisingly, it also decreases the likelihood of existence of fractional solutions. Increasing $\alpha$ further than 0.2 flattens the four curves.


[^0]:    ${ }^{1}$ A similar example can be constructed even if, for each agent, the sum of all valuations is equal to the rent.

[^1]:    ${ }^{2}$ Complete proofs of Theorems 1 and 2 can be found in the appendix.

[^2]:    ${ }^{3}$ There exists however (few) rent division problems that do not admit an IR and EF solution, even with unlimited budgets (recall that we do not assume that individual valuations sum to the rent).

