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A B S T R A C T

This thesis studies axiomatic and computational aspects of set-valued
solution concepts in social choice and game theory. It is divided into
two parts.

The first part focusses on solution concepts for normal-form games
that are based on varying notions of dominance. These concepts are in-
tuitively appealing and admit unique minimal solutions in important
subclasses of games. Examples include Shapley’s saddles, Harsanyi
and Selten’s primitive formations, Basu and Weibull’s CURB sets, and
Dutta and Laslier’s minimal covering sets. Two generic algorithms for
computing these concepts are proposed. For each of these algorithms,
properties of the underlying dominance notion are identified that en-
sure the soundness and efficiency of the algorithm. Furthermore, it is
shown that several solution concepts based on weak and very weak
dominance are computationally intractable, even in two-player games.

The second part is concerned with social choice functions (SCFs),
an important subclass of which is formed by tournament solutions.
The winner determination problem is shown to be computationally
intractable for different variants of Dodgson’s rule, Young’s rule, and
Tideman’s method of ranked pairs. For a number of tractable SCFs
such as maximin and Borda’s rule, the complexity of computing pos-
sible and necessary winners for partially specified tournaments is de-
termined. Special emphasis is then put on tournament solutions that
are defined via retentiveness. The axiomatic properties and the asymp-
totic behavior of these solutions is studied in depth, and a new attrac-
tive tournament solution is proposed. Finally, necessary and sufficient
conditions for the strategyproofness of irresolute SCFs are presented.
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1
I N T R O D U C T I O N

This thesis studies axiomatic and computational aspects of set-valued
solution concepts in social choice and game theory. Let me start by
explaining each of these terms.

Game theory studies strategic interactions of multiple agents in situ-
ations where the well-being of a single agent depends not only on his
own actions, but also on the actions of all the other agents. The term
agent is used to refer to an autonomous decision maker that can be
ascribed preferences over different states of the world. For example,
an agent can be a person, an institution, or a country. Whereas early
developments of the theory were mainly motivated by the analysis of
parlor games such as chess and checkers, game theory has developed
into an important field at the intersection of economics and math-
ematics that has numerous applications in the social sciences and
beyond.

Social choice theory studies how a group of agents can make collec-
tive decisions based on the—possibly conflicting—preferences of the
members of the group. In the most general setting, there is a set of
outcomes over which each group member has preferences. A social
choice mechanism aggregates these preferences to social preferences,
on the basis of which a collective decision or social choice is made.
Social choice theory is an inherently interdisciplinary field that has
attracted researchers (and practitioners) from such diverse areas as
mathematics, economics, political science, and psychology.

The main objects of study in both game theory and social choice
theory are solution concepts. However, there is a considerable varia-
tion in the meaning of this term between the two disciplines. In (non-
cooperative) game theory, a solution concept tries to capture rational
behavior. Given the specification of an interactive decision scenario, a
so-called game, it attempts to give recommendations to agents as to
what actions maximize the agent’s well-being. This prescriptive view
of game-theoretic solution concepts is often complemented with a
descriptive perspective that tries to predict the actions of rational
agents. Social choice theory, on the other hand, is not focussed on
recommending or predicting behavior of agents. Rather, it can be un-
derstood as a tool that facilitates group decision-making by providing
methods to aggregate preferences. It is those preference aggregation
mechanisms that are referred to as solution concepts in social choice
theory. The problems that these solutions aim to solve are thus of
a cooperative character. This is also reflected in fairness criteria, of-
ten referred to as axioms, that are used to evaluate different methods.

1



2 introduction

In the context of voting, the equal treatment of voters—“one person,
one vote”—constitutes a prime example of such a fairness principle.
However, the largely cooperative attitude of preference aggregation
does not deter agents from gaming the system. The most common
manifestation of manipulative behavior can be observed when agents
lie about their preferences in order to achieve a preferred outcome.
Hence, in order to be considered sensible, a solution concept in social
choice theory should not only exhibit desirable fairness criteria, but
also some degree of resistance to strategic manipulation.

A solution concept is set-valued if it may return sets of recommen-
dations or choices instead of a single one. Whereas game theory dif-
ferentiates between set-valued and point-valued solution concepts, the
counterpart of a set-valued concept in social choice theory is a resolute
preference aggregation mechanism. From a mathematical perspective,
set-valued solution concepts are often more elegant—partly because
they do not require tie-breaking in symmetric situations—but some-
times also more challenging. The interpretation of the outcome of a
set-valued concept is not so clear; after all, a final choice needs to be
made from the set, but this decision is left unspecified by the concept.
As such, set-valued concepts might be thought of as focussing on
excluding implausible options rather than singling out optimal ones.
Although being more cautious, this approach often turns out to be
suitable where more discriminatory concepts fail. Despite their intu-
itive appeal, set-valued solution concepts are traditionally less stud-
ied than their respective counterparts.

In recent years, the role of computational aspects has gained sig-
nificant importance in both social choice and game theory. This de-
velopment, which is often attributed to the rise of the internet as a
platform where many agents interact, is in fact a quite natural one.
Indeed, the internet can be seen as the predominant modern arena
of conflict and cooperation. This viewpoint virtually begs for studies
that incorporate concepts and techniques that haven been developed
in game theory and social choice. As a consequence, two interdis-
ciplinary research areas have emerged: algorithmic game theory and
computational social choice. The flow of ideas goes in both directions.
On the one hand, strategic considerations and fairness notions are
taken into account when designing, say, multiagent systems. On the
other hand, approaches and techniques developed in computer sci-
ence are used to gain a better understanding of concepts and phe-
nomena in social choice and game theory. A prime example for the
latter direction can be found in the vast literature that studies the
computational complexity of solution concepts. The relevance of this en-
deavor is obvious: the absence of efficient algorithms for computing
solutions would render a solution concept virtually useless, at least
for large problem instances that do not exhibit additional structure. In
game theory, computational intractability of a solution concept even
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challenges the plausibility of the concept as a tool to predict rational
behavior: if it is impossible to compute a solution in reasonable time,
why should agents be expected to behave according to the solution?
In social choice settings, on the other hand, computational intractabil-
ity can play the beneficial role of protecting preference aggregation
functions from manipulative attacks. The basic idea is that, although
most functions are manipulable in principle, finding a manipulative
action might be computationally infeasible.

Axiomatic aspects are a traditional focus of theoretical economics,
a field that has played a significant role in the development of both
social choice and game theory. Unlike in mathematics, the term axiom
here refers to (more or less desirable) properties that a concept may
or may not satisfy. The axiomatic method, which consists in setting up
a set of axioms and exploring which concepts—if any—satisfy these
axioms, is particularly popular in social choice theory. Famous impos-
sibility results like that of Arrow (1951) identify sets of axioms that
are incompatible in the sense that no solution concept can satisfy all
of them. Even apart from characterizations and impossibility results,
studying axiomatic aspects of solution concepts is a worthwhile task.
For instance, knowing which properties are satisfied by which pref-
erence aggregation mechanisms is instrumental in making informed
decisions as to which mechanism to use in a given context.

1.1 illustrative examples

To illustrate the main concepts studied in this thesis, let us consider
some simple examples of interactive decision situations.

1.1.1 Example 1: Choice of Action

Imagine that two gladiators are set to fight against each other in an an-
cient arena. Before the fight begins, each gladiator has to choose one—
and only one—weapon from his personal arsenal. Assume that the
gladiators know their opponent’s arsenal, but that the actual choice
of the opponent is only observable after they have made their own
choice. The result of the fight will depend, at least in a probabilis-
tic way, on the weapons that are chosen. What makes the decision
situation an interactive one is the fact that, in order to evaluate differ-
ent choices, a gladiator needs to make assumptions about the choice
behavior of his opponent.

The situation can be modeled as a two-player normal-form game.
Each gladiator is a player, and weapon choices correspond to actions.
Every pair of actions, one for each player, describes an outcome of the
game. In the gladiator game, an outcome does not necessarily corre-
spond to the result of the fight; it simply describes which weapons
have been chosen.
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Since the prospects of winning depend on the choices of weapons,
a gladiator presumably prefers certain outcomes over others. In eco-
nomic theory, preferences of rational decision-makers are usually as-
sumed to be complete and transitive. In other words, every decision
maker is able to rank-order the set of outcomes, allowing for indif-
ferences. For notational convenience, preferences are usually repre-
sented by a function that maps each outcome to a real-valued utility.
The interpretation of such a utility function is that an outcome o1
is (strictly) preferred to another outcome o2 if and only if the util-
ity attached to o1 is (strictly) greater than the utility attached to o2.
It is noteworthy that the numbers representing utilities do not bear
any absolute meaning. Their sole purpose is to enable ordinal com-
parisons between pairs of outcomes. Thus, there is a continuum of
utility functions representing a given preference relation.

Of course, utility functions of different players do not need to be
identical. In the gladiator scenario, it is in fact reasonable to assume
that the preferences of the opponents are diametrically opposed, in
the sense that one gladiator prefers an outcome o1 over another out-
come o2 if and only if his opponent prefers o2 over o1.1

A particular instance of a gladiator game can therefore be specified
by listing the choices for each gladiator, and the preferences over out-
comes for one of them (assuming that the opponent’s preferences are
reversed). This can conveniently be done with a matrix whose rows
and columns correspond to the actions of the two players. One player
chooses a row, the other player chooses a column. This uniquely de-
fines a matrix cell. By convention, the entries in matrix cells are the
utilities for the row player. The row player therefore prefers outcomes
that are attached higher numbers, whereas the column player prefers
lower numbers.

b1 b2 b3

a1 1 5 2

a2 4 3 5

a3 2 2 1

Figure 1: First gladiator game

Figure 1 presents an example where the row player has to choose
between actions a1, a2, and a3, and the column player has to choose
between b1, b2, and b3. The numbers in the matrix describe the pref-
erences of the players, and partition the set of outcomes into five
indifference classes. One possible interpretation of these numbers in
the gladiator context is in terms of winning probabilities: the higher

1 Games with this property are called strictly competitive. A particularly well-studied
subclass of strictly competitive games is given by zero-sum games (see page 18).
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the number, the more likely is a victory of the first gladiator. How ex-
actly these numbers come about is irrelevant; they are simply taken
as given.

Game-theoretic reasoning can now be applied to the game in Fig-
ure 1. The matrix reveals that choosing action a3 is not a very good
idea for the row player: the utility of a2 is higher than that of a3 no
matter which action the column player chooses. In game-theoretic termi-
nology, a2 dominates a3. It seems to be a reasonable principle to never
choose a dominated action, and the row player should thus exclude
action a3 from consideration. The column player, on the other hand,
cannot exclude any of his actions with the help of this argument. If
he however anticipates that the row gladiator does not choose a3, his
action b3 becomes dominated by b1. This thought process, called it-
erated dominance and studied in detail in Chapter 6, can generally be
used to reduce a game. Iterated dominance rarely yields a unique
outcome, and often cannot eliminate any actions. For the game in
Figure 1, iterated dominance at least identified two actions, one for
each player, that should not be chosen.

In order to interpret the exclusion of actions in the gladiator con-
text, assume that gladiators usually bring their whole arsenal to the
arena, in order to keep all their options open. Dominated actions
would then correspond to actions that a gladiator can safely leave
at home, without any risk of ever regretting this decision.

b1 b2 b3

a1 5 1 0

a2 4 3 4

a3 1 2 5

Figure 2: Second gladiator game

Now consider the game in Figure 2. No player has a dominated
action, so iterated dominance has no bite. Nevertheless, the outcome
(a2,b2) can be identified as a desirable one, as it is stable in the
following sense: given the action of the other player in this outcome,
no player wants to change his own action. It can be checked that this
property does not hold for any other outcome in this game. A stable
outcome constitutes a saddle point of the matrix, as the corresponding
entry is maximal in its column and minimal in its row at the same
time. An alternative characterization of saddle points highlights their
relation to dominance: although no action in the game in Figure 2

is dominated, action a2 dominates both a1 and a3 when the column
player is restricted to play b2, and analogously for the column player.

Saddle points need not exist, as the first game (Figure 1) witnesses.
When they do exist, however, they constitute good predictions of the
outcome of the game, in the sense that they are selected by most rea-
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sonable game-theoretic solution concepts. Gladiators appreciate sad-
dle points because they simplify weapon choice tremendously. Each
gladiator can simply bring the weapon corresponding to the saddle
point, and no gladiator will regret doing so.

Figure 3 presents a game that has neither a saddle point nor a
dominated action. In game theory, different approaches have been
developed in order to deal with situations like this. Most prominent
is the introduction of mixed strategies, i.e., probability distributions
over actions, that lead to the notion of Nash equilibrium. This direction
is not pursued here, though it will be considered later in this thesis.

b1 b2 b3 b4

a1 5 3 4 6

a2 2 4 5 3

a3 4 2 6 1

a4 1 3 0 7

Figure 3: Third gladiator game

A lesser-known approach, introduced by Shapley (1964), consists
in identifying pairs of sets of actions that stand in a best-response
relation to each other. In the game in Figure 3, consider the pair
({a1,a2}, {b1,b2}), consisting of the first two actions of each player. As-
suming that the column player chooses an action from his set {b1,b2},
it would be suboptimal for the row player to choose a3 or a4, as both
of these actions are dominated under this assumption. Since the anal-
ogous statement holds for the column player, the sets {a1,a2} and
{b1,b2} are stable in a generalized sense. Shapley used the term sad-
dle to refer to inclusion-minimal pairs satisfying this property, and
showed that every game has at least one saddle.

Like iterated dominance, saddles enable gladiators to partition their
arsenal into weapons they might want to bring to the arena and
weapons they can leave at home. Inclusion-minimality ensures that
gladiators need to carry as few weapons as possible, while still hav-
ing all “best replies” to any weapon the other gladiator brings to the
arena.

Solution concepts of this kind will be the focus of the first part of
this thesis. For various notions of dominance, the multiplicity and the
computational complexity of saddles will be considered.

1.1.2 Example 2: Choice Based on Pairwise Comparisons

In the second part of this thesis, tournament solutions play an im-
portant role. The purpose of a tournament solution is to single out
best alternatives based on pairwise comparisons between alternatives.
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Imagine that five gladiators meet in the arena and hold a round-robin
tournament, such that each pair of gladiators face each other exactly
once. This makes for

(
5
2

)
= 10 fights in total. The results of these fights

can be represented by a tournament graph like the one in Figure 4.

3 1

2

4 5

Figure 4: Graphical representation of the outcome of a round-robin tourna-
ment. An arrow from node i to node j represents that gladiator i
has won the fight against gladiator j.

Given the results of the individual fights, the organizer of the tour-
nament needs to decide which gladiator should be declared the over-
all winner. This decision is straightforward in tournaments where one
gladiator beats all others. In the absence of such a gladiator, however,
several solutions are possible. One natural idea is to choose the gladia-
tor(s) with the highest number of wins. This corresponds to Copeland’s
tournament solution and would result in a tie between gladiators 2
and 3 in the example above. Many other tournament solutions have
been proposed, and several of them will be studied in this thesis.

1.1.3 Example 3: Choice Based on Preferences

Besides tournament solutions, the second part of this thesis is con-
cerned with mechanisms that aggregate preferences. Consider again
the gladiators that motivated the examples above. Imagine that, after
a long day of exhausting fights, nine gladiators meet for dinner. Since
even a gladiator cannot eat a whole animal all by himself, they have to
decide which animal they like to eat. The cook offers an antelope (a),
a buffalo (b), and a caribou (c), and asks the gladiators to rank-order
these alternatives. (Assume that the gladiators’ total budget does not
allow to purchase more than one animal.) Figure 5 shows a compiled
version of the gladiators’ preferences.

How should the gladiators decide based on these preferences? In
principle, the situation is very similar to a political election, where
voters entertain preferences over alternatives such as parties or candi-
dates. Thus, a first approach might be to invoke familiar voting rules.
Many political elections use plurality rule, which chooses the alterna-
tive that is ranked first by most voters. In the example, this would be
the antelope with four first-place votes. Other voting rules, like the
one used in French presidential elections, first eliminate the alterna-
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4 3 2

a c b

b b c

c a a

Figure 5: Gladiators’ preferences over animals. Four gladiators prefer a
over b over c, three prefer c over b over a, and two prefer b over c
over a.

tive with fewest first-place votes and then have a runoff between the
remaining two alternatives. This would result in b being eliminated
and c winning the runoff versus a, as five out of nine gladiators pre-
fer c over a. A third approach to voting, and one that will be exten-
sively studied in this thesis, is related to the tournament setting from
the previous section. Indeed, a round-robin tournament between the
alternatives a, b, and c can be constructed by looking at pairwise
majority comparisons. It has already been observed that a majority of
gladiators prefers c over a. Likewise, a majority of gladiators (five out
of nine) that prefer b over a and another majority of gladiators (six
out of nine) that prefer b over c can be found. The method of pair-
wise comparisons therefore suggests that b should be chosen, as b is
majority-preferred to all other alternatives (see Figure 6 for a graphi-
cal illustration).

a b

c

Figure 6: Graphical representation of majorities

The fact that three seemingly plausible voting rules lead to three
different results in such an easy example is somewhat disconcerting.
It is examples of this kind that have spurred the interest into voting
rules and their properties. More generally, social choice theory stud-
ies scenarios where the preferences of individuals need to be aggre-
gated in one form or another. As famously shown by Arrow (1951),
every preference aggregation method has its drawbacks. The role of
social choice theory can be seen as informing decision makers (the
cook in the example above, or a country in the case of presidential
elections) about the properties an aggregation mechanism does or
does not satisfy. The decision maker can then choose a mechanism by
weighing the pros and cons of different methods.

It should be noted that most voting rules may yield sets of alter-
natives that are tied for winner. This is easily seen for the plurality
rule and for runoff rules (which coincide with plurality in the case of
two alternatives). Furthermore, Condorcet’s paradox (Figure 7) shows
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1 1 1

a c b

b a c

c b a a b

c

Figure 7: Condorcet’s paradox. Even though all three voters have transitive
preferences, the majority relation is cyclic.

that the pairwise majority relation may be cyclic and thus unable to
produce a single winner.

Ties in the outcome are not necessarily a bad thing. In fact, fairness
axioms require that ties be declared in certain symmetric situations
(see Section 1.2.3). For practical purposes, however, ties must some-
how be broken. How this is done is often left unspecified. In this
sense, preference aggregation mechanism share some of the problems
(and benefits) of set-valued solution concepts in game theory. The fol-
lowing section discusses these issues in more detail.

1.2 the value of set-valued solution concepts

While the interpretation of set-valuedness is similar in both disci-
plines, there are formal distinctions between set-valued solution con-
cepts in social choice theory and set-valued solution concepts in game
theory. These differences become apparent when one compares set-
valued concepts with their respective traditional counterparts: resolute
choice functions in social choice theory and point-valued solution con-
cepts in game theory. In order to get a clear picture of those contrasts,
let me propose a classification of solution concepts that encompasses
both social choice and game theory.

1.2.1 A Classification of Solution Concepts

From a high-level perspective, both game theory and social choice
deal with preferences and objects, and the purpose of a solution concept
is to enable the choice of objects based on given preferences.2 In game
theory, every player has to choose among his actions, and preferences
(over action profiles) are given by utility functions. In social choice
theory, society wants to choose among alternatives, and preferences
(over alternatives) are given by voters’ rankings of the alternatives.
A solution concept maps preferences to a nonempty set of solutions.
Intuitively, each solution represents a way to make a choice among
the objects.

I classify solution concepts according to two dimensions, namely
form and multiplicity. The form of a solution refers to the mathemat-

2 This unifying perspective resembles, in a less formal way, Gibbard’s (1973) definition
of game forms.
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resolute irresolute

single object
SC Borda’s rule with lexi-

cographic tie-breaking
uncovered set (page 99),
Borda’s rule (page 101)

GT rationalizability (Pearce, 1984;
Bernheim, 1984)

set of objects
SC minimal covering set

(page 100)
minimal upward covering sets
(Brandt and Fischer, 2008b)

GT iterated strict domi-
nance (page 25)

iterated weak dominance
(page 25), S-sets (page 28)

randomization
over objects

SC random dictatorship
(e.g., Zeckhauser, 1973)

maximal lotteries
(Fishburn, 1984)

GT Nash equilibrium (page 23)

Table 1: Examples of solution concepts in social choice (SC) and game theory
(GT) of varying form and multiplicity

ical shape a solution takes. I distinguish solution concepts for which
every solution is (i) a single object, (ii) a nonempty set of objects, and
(iii) a probability distribution over objects. The multiplicity of a solu-
tion concept refers to the number of solutions per instance. A solution
concept is called resolute if it always outputs exactly one solution, and
irresolute if it sometimes outputs more than one solution.3 Table 1 il-
lustrates this two-dimensional classification, and gives examples for
each of the resulting six classes. Several comments are in order.

First, the distinction between irresolute solution concepts yielding
single objects and resolute solution concepts yielding sets of objects
is somewhat blurred. In fact, I will identify those two classes when I
discuss social choice functions in Part II of this thesis.

Second, several prominent concepts may fail to produce any so-
lution, and therefore do not fit my more restrictive definition of a
solution concept. Examples include pure Nash equilibrium and Con-
dorcet winner (yielding single objects), downward minimal covering
sets and W-sets (yielding sets of objects), and quasi-strict Nash equi-
librium (yielding randomizations over objects).

Third, a further generalization of the classification is possible for
the case when one is not interested in the choice of objects, but rather
in rankings of all the objects. This can be captured by allowing for
additional form options like rankings of objects, sets of rankings of
objects, and randomizations over rankings of objects.

3 By definition, a solution concept always outputs at least one solution.
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We can now compare set-valued solution concepts with their tradi-
tional counterparts. Let us start with game theory, and then turn to
social choice theory.

1.2.2 Set-Valued Solution Concepts in Game Theory

The traditional focus of game theory has been on solutions that give
unambiguous strategic advice to players, in the form of either a single
action (called pure strategy) or a probability distribution over actions
(called mixed strategy).4 Solution concepts of these forms are some-
times called point-valued, as every player is assigned a single point in
the space of all possible strategies.

Point-valued solution concepts like Nash equilibrium have been
criticized on various grounds. In particular, their need for randomiza-
tion has been deemed unsuitable, impractical, or even infeasible (see,
e.g., Luce and Raiffa, 1957; McKelvey and Ordeshook, 1976). Some
of these drawbacks can be remedied by turning to solution concepts
that recommend sets of actions to players. Dufwenberg et al. (2001,
pp. 119–120) list several advantages of set-valued solution concepts:

First, as argued by Basu and Weibull (1991), there is no ob-
vious reason why recommendations should take the form
of a single strategy rather than a set of strategies. Second,
if one does not consider mixed strategies as reasonable
objects of choice (see e.g. Ariel Rubinstein’s arguments in
Osborne and Rubinstein (1994, Section 3.2.1) then in many
games no equilibria exist while appropriate set-valued so-
lutions might have no such problems. Third, some no-
tions that arise in decision-theoretic approaches to ana-
lyzing games, like the product set of rationalizable strate-
gies (Bernheim, 1984; Pearce, 1984), fit quite nicely into the
framework of set-valued solutions. Fourth, in many games
some player will have no “strict” incentive to comply with
a recommended profile because he has multiple optimal
choices given that all others comply. If all such strategies
are made part of the recommendation, this will come as a
strategy set. Similar concerns presumably motivate Nash’s
(1951) notion of “strict solvability,” and certainly motivate
the work of Basu and Weibull (1991) and Hurkens (1995,
see especially pp. 13–14).

I have already mentioned that the interpretation of set-valued solu-
tions is not obvious. This is particularly true when the assigned sets
of actions are viewed as recommendations to players, as it is not clear

4 Game-theoretic solution concepts are usually not required to be resolute. Never-
theless, it is desirable to identify classes of games for which a solution concept is
resolute. See Sections 3.3 and 6.1 for results of this kind.
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what action a player should pick after all. This apparent drawback
could, however, also be seen as a benefit: the uncertainty about even-
tual choices of the opponents leads every player to stick himself to a
set of actions rather than a single action. This line of thought is rem-
iniscent of Nash equilibrium, and the set-valued solution concepts
that are studied in Chapters 3 to 5 can be seen as selecting minimal
sets of actions that stand in a best-response relation with one another.

1.2.3 Set-Valued Solution Concepts in Social Choice Theory

Many authors in social choice theory assume that solution concepts
(called social choice functions or SCFs for short) are resolute. For in-
stance, the classic result by Gibbard (1973) and Satterthwaite (1975)
and Moulin’s (1988b) no show paradox heavily rely on this assumption.
However, resoluteness has been criticized for being unnatural and
unreasonable (Gärdenfors, 1976; Kelly, 1977). For example, consider
a situation with two agents and two alternatives such that each agent
prefers a different alternative.5 The problem is not that a resolute SCF
has to select a single alternative (which is a well-motivated practical
requirement), but that it has to select a single alternative based on the
individual preferences alone (see, e.g., Kelly, 1977). As a consequence,
any resolute SCF has to be biased towards an alternative or a voter
(or both). Resoluteness is therefore at variance with such elementary
fairness notions as neutrality (symmetry among the alternatives) and
anonymity (symmetry among the voters). In a similar vein, Barberà
(1977b, p. 1574) speaks of “situations where individual preferences
are ‘symmetric’ and yet the single-valuedness of [SCFs] forces the
alternatives to be treated in an ‘asymmetric’ manner.”

It is for these reasons that this thesis almost exclusively consid-
ers irresolute, i.e., set-valued SCFs. It should be mentioned that this
approach is not without its problems. First and foremost, there is
the issue of interpreting set-valued outcomes. In the context of social
choice, alternatives usually represent mutually exclusive outcomes. It
is assumed—often implicitly so—, that a final, resolute choice will be
made from the set of chosen alternatives, but this final resolution is
not captured by the SCF. As such, an irresolute SCF can be seen as
an incompletely specified choice mechanism, or as a pre-processing
method that eliminates alternatives that should not get selected. Sec-
ond, this lack of specification also has serious consequences for the
study of strategyproofness, as voters’ preferences over sets of alter-
natives crucially depend on the final choice process. In Chapter 11,
different variants of preferences over sets and their implications on
the manipulability of irresolute SCFs will be considered. Third, the
very same fairness notions that motivate irresoluteness might lead
to computational intractability, as exemplified in Section 8.1. There,

5 Barberà (1977b) refers to scenarios like this as “natural ties.”
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we study two natural variants of the SCF ranked pairs and reveal a
trade-off between neutrality and tractability.

1.3 overview of this thesis

This thesis is divided into two parts. The first part studies set-
valued solution concepts for normal-form games. These solution con-
cepts are based on varying notions of dominance. After introduc-
ing basic game-theoretic concepts in Chapter 2, formal definitions
of dominance-based solutions are presented in Chapter 3, together
with results on the multiplicity of solutions. Then, the complexity of
computing solutions is considered. Two generic algorithms, a greedy
and a sophisticated one, are proposed in Chapter 4. For each algo-
rithm, properties of the underlying dominance notion are identified
that ensure that the algorithms are sound and efficient. It is further-
more shown that certain problems associated with concepts based
on weak and very weak dominance are computationally intractable
(Chapter 5). Finally, Chapter 6 considers the classic notion of iterated
dominance.

The second part of this thesis is concerned with irresolute SCFs, an
important subclass of which is formed by tournament solutions. After
introducing basic concepts in Chapter 7, the computational complex-
ity of winner determination is studied for different variants of ranked
pairs, Young’s rule, and Dodgson’s rule in Chapter 8. For a number
of tractable SCFs such as maximin and Borda’s rule, the complexity
of computing possible and necessary winners for partially specified
tournaments is determined in Chapter 9. Moreover, Chapter 10 stud-
ies axiomatic aspects of tournament solutions that are defined via
retentiveness, and Chapter 11 investigates the strategyproofness of
irresolute SCFs according to three well-known preference extensions.

1.3.1 Publications on Which This Thesis is Based

The work presented in this thesis is based on a number of papers
that have been published in journals and conference proceedings.6 In
particular, Chapters 3 and 4 are based on [3,4,5], Chapter 5 is based on
[9], and Chapter 6 is based on [8]. As for the second part, Chapter 8

is partly based on [7,10], Chapter 9 is based on [1], Chapter 10 is
based on [6], and Chapter 11 is based on [2]. Since all these papers
have coauthors, I will use the personal pronoun “we” throughout this
thesis.

6 Numbers in brackets refer to the list on pages ix–x.
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1.3.2 Work Excluded From This Thesis

Apart from the papers mentioned above, my work has resulted in a
couple of other publications that will not be discussed in this thesis
for reasons of coherence. I list them here for completeness.

• F. Brandt, M. Brill, and H. G. Seedig. On the fixed-parameter
tractability of composition-consistent tournament solutions. In
T. Walsh, editor, Proceedings of the 22nd International Joint Con-
ference on Artificial Intelligence (IJCAI), pages 85–90. AAAI Press,
2011.

• H. Aziz, M. Brill, and P. Harrenstein. Testing substitutability of
weak preferences. In Proceedings of the 2nd International Workshop
on Matching Under Preferences (MATCHUP), 2012.

1.4 prerequisites

In order to appreciate the concepts presented in this thesis, only a
basic knowledge of mathematical objects such as sets, relations, func-
tions, graphs etc. is required. For the computational results, I assume
the reader to be familiar with the basic notions of complexity theory,
such as polynomial-time many-one reductions, Turing reductions,
hardness and completeness, and with standard complexity classes
such as P, NP, and coNP (see, e.g., Papadimitriou, 1994). I will further
use the complexity classes Σp2 and Θp2 . Σp2 = NPNP forms part of the
second level of the polynomial hierarchy and consists of all problems
that can be solved in polynomial time by a non-deterministic Turing
machine with access to an NP oracle. Θp2 = PNP

|| consists of all prob-
lems that can be solved in polynomial time by a deterministic Turing
machine with parallel (i.e., non-adaptive) access to an NP oracle.
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2
G A M E S , D O M I N A N C E , A N D S O L U T I O N S

In this chapter, we introduce game-theoretic concepts and notations
that will be used throughout the first part of this thesis. We refer
to the textbooks by Owen (1982), Myerson (1991), and Osborne and
Rubinstein (1994) for more detailed accounts.

2.1 strategic games

A finite game in normal form is a tuple Γ = (N, (Ai)i∈N, (ui)i∈N), normal-form game

where N = {1, . . . ,n} is a nonempty finite set of players. For each
player i ∈ N, Ai is a nonempty finite set of actions available to player i,
and ui : (

∏
i∈NAi)→ R is a utility function. A utility functions repre-

sents the preferences of a player over action profiles (i.e., combination action profiles

of actions) by mapping each action profile a ∈
∏
i∈NAi to a real num-

ber ui(a), with the interpretation that player i (weakly) prefers an ac-
tion profile a to another action profile a ′ if and only if ui(a) > ui(a ′).
Since we are only concerned with finite normal-form games, we drop
these qualifications and by ‘game’ understand finite game in normal
form. We assume throughout this thesis that games are given explic-
itly, i.e., as tables containing the utilities for every possible action
profile.

Let ∆(M) denote the set of all probability distributions over a finite
set M. A (mixed) strategy of a player i ∈ N is an element of ∆(Ai). strategy

Whenever we are concerned with mixed strategies, we assume that
preferences of players satisfy the axioms of von Neumann and Mor-
genstern (1944), such that utility functions can be extended to strategy
profiles by taking expected utilities: for s = (s1, . . . , sn) ∈

∏
j∈N∆(Aj) expected utility

and i ∈ N,

ui(s) =
∑

a∈
∏
k∈NAk

ui(a)

∏
j∈N

sj(aj)

 ,

where si(ai) denotes the probability that player i assigns to action
ai in strategy si. A strategy that assigns probability one to a single
action is called pure and usually identified with the corresponding pure strategy

action.
The support of a strategy si, denoted by supp(si), is the set of all support

actions that are assigned a positive probability, i.e., supp(si) = {ai ∈
Ai : si(ai) > 0}. For a strategy profile s = (s1, . . . , sn), we furthermore
let supp(s) denote the tuple (supp(s1), . . . , supp(sn)).

17
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b1 b2

a1 (2, 5) (−1, 0)

a2 (−2, 1) (5, 2)

a3 (−1, 0) (−1, 0)

(a) a bimatrix game

b1 b2 b3

a1 1 0 −1

a2 −2 2 4

a3 0 2 1

(b) a matrix game

b1 b2

a1 (2, 2) (−1, 5)

a2 (−2, 6) (4, 0)

a3 (0, 4) (1, 3)

(c) a constant-sum game

a1 a2 a3

a1 0 2 0

a2 −2 0 −4

a3 0 4 0

(d) a symmetric matrix game

a1 a2 a3

a1 0 2 −1

a2 −2 0 −4

a3 1 4 0

(e) a confrontation game

a1 a2 a3

a1 0 1 −1

a2 −1 0 −1

a3 1 1 0

(f) a tournament game

Figure 8: Examples of two-player games

A two-player game Γ = ({1, 2}, (A1,A2), (u1,u2)) is often called a
bimatrix game, as it can conveniently be represented as an |A1|× |A2|bimatrix

bimatrix M, i.e., a matrix with rows indexed by A1, columns in-
dexed by A2, and M(a1,a2) = (u1(a1,a2),u2(a1,a2)) for every
action profile (a1,a2) ∈ A1 × A2. We will commonly refer to ac-
tions of players 1 and 2 by the rows and columns of this matrix,
respectively. A two-player game is a matrix game (or zero-sum game)matrix game

if u1(a1,a2) +u2(a1,a2) = 0 for all (a1,a2) ∈ A1×A2. Such a game
can conveniently be represented by a single matrix that only contains
the utilities of player 1. Since all of the solution concepts considered
in this thesis are invariant under positive affine transformations of
the utility functions, our results on matrix games also hold for the
larger class of two-player constant-sum games, in which the utilities ofconstant-sum games

both players add up to the same value in every action profile. In fact,
and mainly due to reasons of notational convenience, the results in
Chapter 6 are presented for constant-sum games rather than matrix
games.

We let A denote the set of all actions of a game, i.e., A =
⋃
i∈NAi.

We usually assume that the actions sets of different players are pair-
wise disjoint, and thus have |A| =

∑
i∈N |Ai|. An exception are sym-

metric games, in which all players have the same action set Ai = A.
We are only interested in symmetry in the context of matrix games.

A matrix game is symmetric if the corresponding matrix is skew-symmetric matrix
games symmetric. For symmetric matrix games, we often simplify notation

and write Γ = (A,u), where A is the set of actions and u denotes the
utility function of player 1. See Figure 8 for example games.

Confrontation games are symmetric matrix games characterized byconfrontation games

the fact that the two players get the same utility if and only if they
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play the same action (Duggan and Le Breton, 1996a). Formally, a sym-
metric matrix game Γ = (A,u) is called confrontation game if it satis-
fies the off-diagonal property: off-diagonal property

for all a,b ∈ A, u(a,b) = 0 if and only if a = b.

If moreover u(a,b) ∈ {−1, 0, 1} for all a,b ∈ A, we have a tournament tournament game

game.1

A game is called binary if ui(a) ∈ {0, 1} for all i ∈ N and
a ∈

∏
i∈NAi. A binary two-player game is called a win-lose game.

The set of outcomes of a game is given by {(u1(a), . . . ,un(a)) : a ∈ outcomes∏
i∈NAi}. Thus, a win-lose game only allows the outcomes (0, 0),

(0, 1), (1, 0), and (1, 1).
The following notation will be useful for reasoning about set-

valued solution concepts. Let AN denote the n-tuple (A1, . . . ,An)
containing the action sets of all players.2 An n-tuple X = (X1, . . . ,Xn)
is said to be nonempty if Xi 6= ∅ for all i ∈ N. For two n-tuples
X = (X1, . . . ,Xn) and Y = (Y1, . . . , Yn), we write X ⊆ Y if X is
nonempty and Xi ⊆ Yi for all i ∈ N. To simplify the exposition, we
will frequently abuse terminology and refer to an n-tuple X ⊆ AN X ⊆ AN
as a “set.” For every player i, we furthermore let X−i denote the
set
∏
j∈N\{i} Xj of all opponent action profiles where each opponent

j ∈ N \ {i} is restricted to play only actions from Xj ⊆ Aj.
A subgame of a game Γ = (N, (Ai)i∈N, (ui)i∈N) is a game Γ ′ = subgame

(N, (Xi)i∈N, (u ′i)i∈N) where X ⊆ AN and u ′i(a) = ui(a) for all a ∈∏n
i=1 Xi. Γ is then called a supergame of Γ ′. For a symmetric matrix

game Γ = (A,u) and a nonempty subset X ⊆ A of actions, Γ |X denotes
the subgame of Γ restricted to X, i.e., Γ |X is the symmetric matrix game
(X,u|X×X). We often identify a tuple X ⊆ AN with the corresponding
induced subgame.

2.2 dominance

In this section, we define the dominance notions on which the main
solution concepts in this thesis will be based. Furthermore, we intro-
duce a number of properties that will be critical for the results in the
following chapters.

2.2.1 Dominance Structures

Roughly speaking, an action a dominates another action b if a yields
a higher payoff than b. We will see that there are several differ-

1 The term tournament game refers to the fact that such a game Γ = (A,u) can be repre-
sented by a tournament graph with vertex set A and edge set {(a,b) : u(a,b) = 1}. In
a similar fashion, a confrontation game can be represented by a weighted tournament
graph.

2 For a symmetric matrix game Γ = (A,u), we thus have AN = (A,A).



20 games , dominance , and solutions

ent ways to formalize this intuitive idea. Consider a player i ∈ N.
Whether an action (or a combination of actions) in Ai dominates an-
other action in Ai naturally depends on which actions the other play-
ers have at their disposal. This is reflected in the following definition,
in which a dominance structure is defined as a mapping from oppo-
nent action profiles to dominance relations on Ai. In order to accom-
modate for Börgers dominance (Börgers, 1993) and mixed dominance
structures, we furthermore have dominance relations on Ai relate sets
of actions to individual actions.

Definition 2.1. Let Γ = (N, (Ai)i∈N, (ui)i∈N) be a game in normal form
and X ⊆ AN. For each player i ∈ N, a dominance structure D maps X−i

to a subset of 2Ai × Ai such that (Xi,ai) ∈ D(X−i) implies (Yi,ai) ∈
D(X−i) for all Yi with Xi ⊆ Yi ⊆ Ai.

For Xi ⊆ Ai and ai ∈ Ai, we write Xi D(X−i) ai if (Xi,ai) ∈
D(X−i). If Xi consists of a single action xi, we write xi D(X−i) ai
instead of {xi} D(X−i) ai to avoid cluttered notation. If Xi D(X−i) ai,
we say that ai isD-dominated by Xi with respect to X−i. We furthermoreD-dominated

say that ai is D-dominated if there exists Xi ⊆ Ai such that ai is D-
dominated by Xi with respect toA−i, and we call a gameD-irreducibleD-irreducible

if no action is D-dominated.
We go on to define the main dominance structures considered in

this thesis, together with their mixed counterparts that allow for ran-
domized strategies (consult Figure 9 for examples).

Definition 2.2. Let Γ = (N, (Ai)i∈N, (ui)i∈N) be a game in normal form
and i ∈ N. Furthermore, let X ⊆ AN and ai ∈ Ai.

• strict dominance (S): Xi S(X−i) ai if there exists xi ∈ Xi with
ui(xi, x−i) > ui(ai, x−i) for all x−i ∈ X−i.

• weak dominance (W): Xi W(X−i) ai if there exists xi ∈ Xi with
ui(xi, x−i) > ui(ai, x−i) for all x−i ∈ X−i and the inequality is
strict for at least one x−i ∈ X−i.

• very weak dominance (V): Xi V(X−i) ai if there exists xi ∈ Xi
with ui(xi, x−i) > ui(ai, x−i) for all x−i ∈ X−i.

• Börgers3 dominance (B): Xi B(X−i) ai if Xi W(Y−i) ai for all
Y−i ⊆ X−i.

• mixed strict dominance (S∗): Xi S∗(X−i) ai if there exists si ∈
∆(Xi) with ui(si, x−i) > ui(ai, x−i) for all x−i ∈ X−i.

• mixed weak dominance (W∗): Xi W∗(X−i) ai if there exists si ∈
∆(Xi) with ui(si, x−i) > ui(ai, x−i) for all x−i ∈ X−i and the
inequality is strict for at least one x−i ∈ X−i.

3 Börgers dominance is referred to as inherent dominance by Apt (2004, 2011).
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b1 b2 b3 b4

a1 1 2 3 0

a2 2 1 3 0

a3 0 1 0 1

a4 1 1 2 2

Figure 9: Example matrix game with A1 = {a1,a2,a3,a4} and A2 =
{b1,b2,b3,b4}. For X2 = {b1,b2,b3}, the following dominance
relations hold, among others: a1 S(X2) a3, a2 W(X2) a3, and
{a1,a2} B(X2) a4.

• mixed very weak dominance (V∗): Xi V∗(X−i) ai if there exists
si ∈ ∆(Xi) with ui(si, x−i) > ui(ai, x−i) for all x−i ∈ X−i.

Börgers dominance has a mixed counterpart as well, requiring that
Xi W

∗(Y−i) ai for all Y−i ⊆ X−i. However, mixed Börgers domi-
nance coincides with mixed strict dominance (Duggan and Le Breton,
1996a).

The following dominance structures are only well-defined in sym-
metric matrix games, and we will refer to them as symmetric dominance
structures.

Definition 2.3. Let Γ = (A,u) be a symmetric matrix game, X, Y ⊆ A,
and a ∈ A.

• covering (CM): X CM(Y) a if there exists x ∈ X∩ Y with

– u(x,a) > 0 and

– u(x,y) > u(a,y) for all y ∈ Y.

• deep covering (CD): X CD(Y) a if there exists x ∈ X∩ Y with

– u(x,a) > 0,

– u(x,y) > u(a,y) for all y ∈ Y, and

– u(x,y) > u(a,y) for all y ∈ Y with u(a,y) = 0.

Covering was introduced by McKelvey (1986) and later generalized
by Dutta and Laslier (1999), and deep covering is a generalization of
a notion by Duggan (2012).

For two dominance structures D and D ′, we write D ⊆ D ′ if
D(X−i) ⊆ D ′(X−i) for all X ⊆ AN. The following relations follow im-
mediately from the respective definitions: S ⊆ B ⊆W ⊆ V , CD ⊆ CM,
and D ⊆ D∗ for all D ∈ {S,W,V}. Since mixed Börgers dominance co-
incides with S∗, we also have B ⊆ S∗.
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2.2.2 Properties of Dominance Structures

An action ai ∈ Ai is said to be D-maximal with respect to X−i if it is
not D-dominated by Ai.

Definition 2.4. Let D be a dominance structure and X ⊆ AN. The D-
maximal elements of Ai with respect to X−i are defined as

max(D(X−i)) = Ai \ {ai ∈ Ai : Ai D(X−i) ai}.

We now define a number of properties of dominance structures.

Definition 2.5. Let X ⊆ AN and ai ∈ Ai. A dominance structure D
satisfies

• monotonicity (MON) if Xi D(X−i) ai implies Xi D(Y−i) ai for all
Y−i ⊆ X−i,

• computational tractability (COM) if Xi D(X−i) ai can be checked
in polynomial time,

• maximal domination (MAX) if Ai D(X−i) ai implies

max(D(X−i)) D(X−i) ai,

and

• singularity (SING) if Xi D(X−i) ai implies the existence of an action
xi ∈ Xi with xi D(X−i) ai.

It is easily seen that S, B, and V are monotonic, and that W is not. S
and W satisfy maximal domination because the relations S(X−i) and
W(X−i)—restricted to pairs of singletons—are transitive and irreflex-
ive. On the other hand, V violates MAX because max(V(X−i)) may
be empty. It directly follows from the definitions that S, W, V , CM,
and CD are singular. All the dominance structures introduced in this
section are computationally tractable.4

The following properties are defined for symmetric dominance
structures.

Definition 2.6. Let X,X ′ ⊆ A and a,b, c ∈ A. A symmetric dominance
structure D satisfies

• weak monotonicity (weak MON) if a D(X) b implies a D(Y) b for
all Y ⊆ X with a ∈ Y,

• transitivity (TRA) if a D(X) b, b D(X ′) c, and a ∈ X ∩ X ′ imply
a D(X∩X ′) c,

• computational tractability of finding subsets (SUB-COM) if a
nonempty subset of a D-set can be computed in polynomial time, and

4 See Algorithm 4 on page 46 for checking Börgers dominance.
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• uniqueness (UNI) if every symmetric matrix game has a unique D-
set.

See Sections A.1 and A.2 in the appendix for complete lists of dom-
inance structures and their properties.

2.3 solution concepts

Solution concepts in game theory try to capture rational behavior.
The solutions they produce can be seen as recommendations to play-
ers as well as predictions of the actual outcome. Formally, a (game-
theoretic) solution concept S associates with each game Γ a set S(Γ) solution concept

of solutions. We distinguish point-valued and set-valued solution con-
cepts. For point-valued solution concepts, each solution X ∈ S(Γ) is point-valued

a strategy profile, i.e., X ∈
∏
i∈N∆(Ai). For set-valued solution con- set-valued

cepts, on the other hand, each solution is a product set in A, i.e., a
set X =

∏
i∈N Xi, where ∅ 6= Xi ⊆ Ai for all i ∈ N. For notational

convenience, we usually identify a product set X =
∏
i∈N Xi with the

tuple (X1, . . . ,Xn) ⊆ AN.

2.3.1 Nash Equilibrium

Nash equilibrium is undoubtedly the most important point-valued so-
lution concept in game theory. A combination of strategies is a Nash
equilibrium if no player can benefit by unilaterally changing his strat-
egy. For a strategy profile s, let s−i denote the profile of all strategies
in s except si.

Definition 2.7. A strategy profile s∗ ∈
∏
i∈N∆(Ai) is a Nash equilib-

rium if for each player i ∈ N and every strategy si ∈ ∆(Ai),

ui(s
∗
i , s
∗
−i) > ui(si, s

∗
−i).

The set of all Nash equilibria of a game Γ is denoted by N(Γ).

Nash equilibria can also be characterized in terms of best responses.
Given a profile s−i of opponent strategies, the set BRi(s−i) of best best responses

responses of player i is given by the set of all actions that maximize
the utility of player i against s−i, i.e.,

BRi(s−i) = arg max
si∈∆(Ai)

ui(si, s−i).

A strategy profile s is a Nash equilibrium if and only if si ∈ BRi(s−i)
for all i ∈ N.

An action is called essential if it is played with positive probability in
some Nash equilibrium. The essential set ES(Γ) is an n-tuple containing essential set
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b1 b2 b3

a1 1 1 2

a2 1 1 3

a3 0 1 1

Figure 10: Matrix game with a continuum of Nash equilibria

the essential actions of each player. Formally,

ESi(Γ) = {ai ∈ Ai : ∃s ∈ N(Γ) with ai ∈ supp(si)}

and ES(Γ) = (ES1(Γ), . . . , ESn(Γ)). Nash (1951) has shown that every
normal-form game has a Nash equilibrium. As a consequence, the
essential set is never empty.

Since a game may have many Nash equilibria, several refinements
have been proposed to single out particularly desirable ones (see van
Damme, 1983, for an overview). A quasi-strict equilibrium (Harsanyi,
1973) is a Nash equilibrium in which all actions played with positive
probability yield strictly more utility than actions played with proba-
bility zero.

Definition 2.8. A Nash equilibrium s ∈ N(Γ) is called quasi-strict if for
all i ∈ N and all a,b ∈ Ai with si(a) > 0 and si(b) = 0, ui(a, s−i) >
ui(b, s−i).

In a quasi-strict equilibrium, every player assigns a positive proba-
bility to each of his best responses. Norde (1999) has shown that every
bimatrix game has a quasi-strict equilibrium.

Let us illustrate these concepts with the help of an easy example.
The matrix game Γ in Figure 10 has a continuum of Nash equilibria
in mixed strategies, namely

N(Γ) = { (s1, s2) : ∃p,q ∈ [0, 1] such that s1 = (p, 1− p, 0)

and s2 = (q, 1− q, 0) } .

The essential set is thus given by ES(Γ) = ({a1,a2}, {b1,b2}). Observe
that N(Γ) is convex and that the strategies constituting Nash equilib-
ria are “interchangeable,” in the sense that any combination of equi-
librium strategies of player 1 and equilibrium strategies of player 2
constitutes an equilibrium. This is not a coincidence, as the following
well-known fact shows.

Fact 2.9. Let Γ be a matrix game. The following properties hold:

(i) Convexity: If s, s ′ ∈ N(Γ), then λs + (1 − λ)s ′ ∈ N(Γ) for every
λ ∈ [0, 1].

(ii) Interchangeability: If s, s ′ ∈ N(Γ), then (s1, s ′2) ∈ N(Γ) and
(s ′1, s2) ∈ N(Γ).
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The convexity of Nash equilibria in matrix games implies that every
matrix game Γ has a quasi-strict Nash equilibrium s with supp(s) =

ES(Γ). Brandt and Fischer (2008a) have shown that supp(s) = ES(Γ)
is in fact necessary for any quasi-strict equilibrium s of Γ . As a con-
sequence, all quasi-strict equilibria of a matrix game have the same
support. In the game in Figure 10, the set of quasi-strict equilibria is
given by the set of all combinations of strategies in which both play-
ers play both their essential actions with positive probability. Thus,
almost all Nash equilibria of this game are quasi-strict.

2.3.2 Iterated Dominance

A simple conviction in game theory is that a player need not bother to
consider an action that is dominated. Of course, the validity of such
an argument depends on the notion of dominance one employs, and
different dominance structures will easily lead to different conclusion
about the plausibility of certain actions. We need the following defi-
nitions.

Definition 2.10. An elimination sequence of a game is a finite sequence
Σ = (Σ1, . . . ,Σn) of pairwise disjoint subsets of actions in A. For a game
Γ = (N, (Ai)i∈N, (ui)i∈N) and an elimination sequence Σ = (Σ1, . . . ,Σn)
of Γ we have Γ(Σ) denote the subgame where the actions in Σ1 ∪ · · · ∪ Σn
have been removed, i.e., Γ(Σ) = (N, (A ′i)i∈N, (u ′i)i∈N) where A ′i = Ai \

(Σ1 ∪ · · · ∪ Σn) and u ′ is the restriction of u to
∏
i∈NA

′
i.

In the special case of symmetric matrix games, A1 = A2 = A implies
that rows and columns corresponding to the same actions can only
be eliminated simultaneously.

The validity of an elimination sequence with respect to a dominance
structure D is defined inductively.

Definition 2.11. An elimination sequence Σ = (Σ1, . . . ,Σm) is valid for Γ
with respect to D if either it is the empty sequence, or if (Σ1, . . . ,Σm−1)

is valid for Γ with respect to D and every action ai ∈ Σm is D-dominated
in Γ(Σ1, . . . ,Σm−1).

For each dominance structure D, we can define a set-valued solu-
tion concept. Call a tuple X ⊆ AN D-irreducible if the corresponding
subgame is D-irreducible.

Definition 2.12. The solution concept iterated D-dominance returns all
D-irreducible tuples X ⊆ AN that can be reached via an elimination se-
quence that is valid with respect to D.

Iterated S-dominance and iterated W-dominance are well-established
solution concepts, which have a long history and appear in virtu-
ally every textbook on game theory. It is well-known that the re-
sulting subgame is independent of the order in which S-dominated order-independence
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actions are eliminated (see Section 6.1 for details). Thus, iterated S-
dominance always returns a single tuple. By contrast, the game in
Figure 26 on page 76 demonstrates that this is not necessarily the
case for iterated W-dominance. The latter phenomenon gives rise to
a number of computational issues, some of which will be studied in
Chapter 6.

2.4 summary

We have introduced basic game-theoretic concepts and terminology.
Table 2 summarizes some notation for later reference.

Γ = (N, (Ai)i∈N, (ui)i∈N) game in normal form

N = {1, . . . ,n} set of players

Ai set of actions of player i

∆(Ai) set of (mixed) strategies of player i

a ∈
∏n
i=1Ai action profile

s ∈
∏n
i=1∆(Ai) strategy profile

supp(si) support of a strategy si

ui :
∏n
i=1∆(Ai)→ R utility function of player i

A =
⋃n
i=1Ai set of all actions

AN = (A1, . . . ,An) tuple of action sets

X ⊆ AN tuple of action subsets

Γ = (A,u) symmetric matrix game

Γ |X = (X,u|X×X) subgame of a symmetric matrix game

N(Γ) Nash equilibria of Γ

BRi(s−i) best responses of player i to s−i

ES(Γ) essential set of Γ

Table 2: Notation for game-theoretic concepts
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D O M I N A N C E - B A S E D S O L U T I O N C O N C E P T S

In this chapter, we introduce dominance-based solution concepts and
study the existence and multiplicity of solutions. Thereby, we prepare
the ground for the computational results in the following chapters.

3.1 motivation

Saddle points, i.e., combinations of actions such that no player can saddle point

gain by deviating, are among the earliest solution concepts consid-
ered in game theory (see, e.g., von Neumann and Morgenstern, 1944).
In matrix games, every saddle point happens to coincide with the op-
timal outcome both players can guarantee in the worst case and thus
enjoys a very strong normative foundation. Unfortunately, however,
not every matrix game possesses a saddle point. In order to rem-
edy this situation, Borel (1921) introduced mixed—i.e., randomized—
strategies and von Neumann (1928) proved that every matrix game
contains a mixed saddle point (or equilibrium) that moreover main-
tains the appealing normative properties of saddle points. The exis-
tence result was later generalized to arbitrary normal-form games by
Nash (1951), at the expense of its normative foundation. Since then,
Nash equilibrium has commonly been criticized for resting on very
demanding epistemic assumptions such as the common knowledge
of von Neumann-Morgenstern utilities.1

Shapley (1953a,b) showed that the existence of saddle points (and
even uniqueness in the case of matrix games) can also be guaranteed
by moving to minimal sets of actions rather than randomizations over
them.2 Shapley defines a generalized saddle point (GSP) to be a tuple generalized saddle

point (GSP)of subsets of actions for each player that satisfies a simple external
stability condition: every action not contained in a player’s subset is
dominated by some action in the set, given that the remaining play-
ers choose actions from their respective sets. A GSP is minimal if it
does not contain another GSP. Minimal GSPs, which Shapley calls
saddles, also satisfy internal stability in the sense that no two actions saddle

within a set dominate each other, given that the remaining players
choose actions from their respective sets. While Shapley was the first
to conceive GSPs, he was not the only one. Apparently unaware of
Shapley’s work, Samuelson (1992) uses the very related concept of a
consistent pair to point out epistemic inconsistencies in the concept of

1 See, e.g., Luce and Raiffa (1957, pp. 74–76), Fishburn (1978), Bernheim (1984), Pearce
(1984), Myerson (1991, pp. 88–91), Börgers (1993), Aumann and Brandenburger
(1995), Perea (2007), Jungbauer and Ritzberger (2011).

2 The main results of the 1953 reports later reappeared in revised form (Shapley, 1964).

27
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iterated W-dominance. Also, weakly admissible sets as defined by McK-
elvey and Ordeshook (1976) in the context of spatial voting games
and the minimal covering set as defined by Dutta (1988) in the context
of majority tournaments are GSPs (Duggan and Le Breton, 1996a).

In a regrettably unpublished paper, Duggan and Le Breton (1996b)
extend Shapley’s approach to normal-form games and other domi-
nance structures. Their framework—which is very similar to the one
used in this thesis—is rich enough to cover common set-valued solu-
tion concepts such as rationalizability (Bernheim, 1984; Pearce, 1984)rationalizability

and CURB sets (Basu and Weibull, 1991).

3.2 D-solutions and D-sets

Generalizing a classic cooperative solution concept by von Neumann
and Morgenstern (1944), a set of actions X can be said to be stablestable sets

if it consists precisely of those alternatives not dominated by X (see
also Wilson, 1970). This fixed-point characterization can be split into
two conditions of internal and external stability: first, there should be
no reason to restrict the selection by excluding some action from it;
second, there should be an argument against each proposal to include
an outside action into the selection.

Definition 3.1. Let Γ = (N , (Ai)i∈N , (ui)i∈N) be a normal-form game
and D a dominance structure. A tuple X ⊆ AN is a D-solution in Γ if for
every i ∈ N,

Xi \ {xi } D(X−i) xi for no xi ∈ Xi , and (1)

Xi D(X−i) ai for all ai ∈ Ai \ Xi . (2)

We refer to (1) and (2) as internal and external D-stability, respec-
tively. Similar to Nash equilibria, D-solutions can be characterized
in terms of best responses. To see this, define BRDi (X−i) as the set
of subsets of Ai that satisfy conditions (1) and (2). Then, X is a D-
solution if and only if Xi ∈ BRDi (X−i) for all i ∈ N.

We are mainly interested in inclusion-minimal D-solutions. Follow-
ing Duggan and Le Breton (1996b), we call them D-sets.

Definition 3.2. A D-set is a D-solution X such that there does not exist a
D-solution Y with Y ⊆ X and Y 6= X.

Figure 11 contains examples of D-sets for all dominance structures
considered in this thesis.

Various set-valued solution concepts that have been proposed in
the literature can be characterized as D-sets for some dominance
structureD. Shapley’s (1964) saddles and weak saddles for matrix gamesShapley’s saddles

correspond to S- and V-sets, respectively. Dutta and Laslier’s (1999)
minimal covering sets for symmetric matrix games correspond to CM-
sets and Duggan’s (2012) minimal deep covering sets for binary symmet-
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a1 a2 a3 a4 a5 a6 a7 a8

a1 0 2 −2 1 2

a2 −2 0 2 1 2

a3 2 −2 0 1 1 3
a4 −1 −1 −1 0 1

a5 −2 −2 −1 −1 0

a6 0 3 −3

a7 −3 −3 0 3

a8 3 −3 0

D D-set

S ({a1,a2,a3,a4,a5}, {a1,a2,a3,a4,a5})
W,V ,B ({a1,a2,a3,a4}, {a1,a2,a3,a4})
S∗,W∗,V∗ ({a1,a2,a3}, {a1,a2,a3})

b1 b2 b3 b4 b5 b6 b7 b8

b1 0 0 0 0 1 1 1 1

b2 0 0 1 −1 0 1 1 −1

b3 0 −1 0 1 1 1 −1 1

b4 0 1 −1 0 0 −1 1 1

b5 −1 0 −1 0 0 1 1 1

b6 −1 −1 −1 1 −1 0 −1 1

b7 −1 −1 1 −1 −1 1 0 −1

b8 −1 1 −1 −1 −1 −1 1 0

D D-set

CD ({b1,b2,b3,b4,b5}, {b1,b2,b3,b4,b5})
CM ({b1,b2,b3,b4}, {b1,b2,b3,b4})
V ({b1}, {b1})

Figure 11: Example games with unique D-sets for several dominance struc-
tures D. The game on the left is a confrontation game and the
game on the right is a symmetric matrix game.

ric matrix games correspond to CD-sets. Furthermore, mixed refine-
ments of Shapley’s saddles, as proposed by Duggan and Le Breton
(2001) for binary symmetric matrix games, correspond to S∗- and W∗-
sets.

Two further solutions that fit into our framework are Harsanyi and
Selten’s (1988) formations and Basu and Weibull’s (1991) CURB sets.
The respective dominance structures are defined in terms of best re-
sponse sets. An action ai is rationally dominated with respect to a set rational dominance

X−i of opponent action profiles if it is not a best response to any
mixed opponent strategy with support in X−i. A subtle difference oc-
curs if there are more than two players (and therefore more than one
opponent). While in correlated rational dominance (Rc), opponents are
allowed to play joint, i.e., correlated, mixtures (and thus to act like
a single opponent), uncorrelated rational dominance (Ru) restricts oppo-
nents to independent mixtures. Formally, Xi Rc(X−i) ai if and only
if

ai /∈ arg max
a ′i∈Xi

ui(a
′
i, x−i) for all x−i ∈ ∆(X−i),

and Xi Ru(X−i) ai if and only if

ai /∈ arg max
a ′i∈Xi

ui(a
′
i, x−i) for all x−i ∈

∏
j6=i

∆(Xj).
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A tuple of sets is a CURB set if and only if it is externally Ru-stable,
and minimal CURB sets coincide with Ru-sets. Similarly, a tuple of setsminimal CURB sets

is a formation if and only if it is externally Rc-stable, and primitive
formations are Rc-sets. Since it is well known that an action is not aprimitive formations

best response to some correlated opponent strategy if and only if it is
dominated by a mixed strategy (see, e.g., Pearce, 1984, Lemma 3), the
dominance structures Rc and S∗ are identical.

Fact 3.3. The dominance structures S∗ and Rc coincide.

As a consequence, all our results concerning S∗-sets directly apply
to primitive formations as well. The same is true for minimal CURB
sets in two-player games, due to the equivalence of Rc and Ru for
n = 2.3

Monotonicity turns out to be sufficient for the existence of solu-existence of
solutions tions. If a dominance structure D satisfies MON, a D-solution can

be constructed via iterated D-dominance: when the elimination pro-
cess comes to an end, the resulting set is not only internally D-stable,
but—due to MON—also externallyD-stable. Note, however, that these
solutions need not be minimal (see, e.g., Figure 11).4 The same ar-
gument applies to symmetric dominance structures satisfying weak
monotonicity. As a consequence, D-sets are guaranteed to exist for
the dominance structures S, S∗, B, V , V∗, CM, and CD. Weak domi-
nance (W) and mixed weak dominance (W∗), on the other hand, are
not monotonic, so the above argument does not apply to those dom-
inance structures. In fact, there are games without any W- or W∗-
solutions (see Figure 12 for an example). For this reason, W-sets and
W∗-sets do not qualify as solution concepts. Nevertheless, the con-
cept of a W-set will prove useful to establish a connection between
CM-sets and V-sets in confrontation games (see Section 3.3).

The fact that W-solutions may fail to exist was first observed by
Samuelson (1992). There are at least three approaches to restore the
existence of W-solutions. First, one can ignore internal stability and
consider minimal externally W-stable sets, so-called weak saddles. Thisweak saddles

approach, introduced by Duggan and Le Breton (2001), is followed
in Chapter 5. Second, one can look for restricted classes of games in
which W-solutions are guaranteed to exist. One such class is the class
of confrontation games, where theW-set is unique and coincides with
the V-set. Third, one can consider the so-called monotonic kernel of the
dominance structure W, which turns out to be identical to Börgers
dominance (see Duggan and Le Breton, 1996b).

Another beneficial property of (weakly) monotonic dominance
structures is that minimal externally stable sets also happen to be inter-internal stability

3 It was recently shown that CURB sets are computationally intractable in games with
more than two players (Hansen et al., 2010). In fact, even checking uncorrelated
rational dominance is coNP-hard.

4 Under fairly general conditions, D-solutions obtained via iterated D-dominance are
maximal (Duggan and Le Breton, 1996b). The maximal S∗-solution of a two-player
game, for instance, consists of all rationalizable actions.
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a1 a2 a3

a1 0 1 0

a2 −1 0 1

a3 0 −1 0

Figure 12: Symmetric matrix game without W- and W∗-solutions

nally stable. This is again due to the fact that the iterative elimination
of dominated actions preserves external stability.

Proposition 3.4. Let D be a dominance structure satisfying MON or weak
MON. Then, a set X ⊆ AN is aD-set if and only if it is a minimal externally
D-stable set.

Our proofs will frequently exploit this equivalence of D-sets and
minimal externally D-stable sets. In particular, we will make use of
the following easy corollary.

Corollary 3.5. Let D be a dominance structure satisfying MON or weak
MON and let X ⊆ AN be externally D-stable. Then, there exists a D-set Y
with Y ⊆ X.

3.3 uniqueness results for D-sets

Resoluteness is often considered a desirable property for a solution
concept. It is however unrealistic to expect unique solutions for games
that are not zero-sum. For example, coordination games like the one coordination games

in Figure 13 have multiple Nash equilibria in pure strategies, all of
which should be selected by any reasonable solution concept—at least
as long as they do not Pareto-dominate each other. In this section, we
present uniqueness proofs for D-sets in (subclasses of) matrix games.

b1 b2

a1 (1, 1) (0, 0)

a2 (0, 0) (1, 1)

Figure 13: A simple coordination game with two pure Nash equilibria

We start by showing that the number of S-sets, S∗-sets, and B-sets
is polynomially bounded by the size of the game. This follows from a
more general statement about the intersection of externally stable sets:
for monotonic dominance structures satisfying maximal domination,
these sets are closed under intersection.5

5 X∩ Y is to be read componentwise. Hence, X∩ Y 6= ∅ if and only if Xi ∩ Yi 6= ∅ for all
i ∈ N.
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Proposition 3.6. Let D be a dominance structure satisfying MON and
MAX. If X and Y are externally D-stable and X ∩ Y 6= ∅, then X ∩ Y is
externally D-stable.

Proof. Suppose that X and Y are externally D-stable and X∩ Y 6= ∅. In
order to show that X∩ Y is externally D-stable, fix i ∈ N and consider
ai ∈ Ai \ (Xi ∩ Yi). Without loss of generality, assume that ai /∈ Xi.
As X is an externally D-stable, Xi D(X−i) ai, and thus Ai D(X−i) ai.
Now MON implies Ai D(X−i ∩ Y−i) ai. Since ai ∈ Ai \ (Xi ∩ Yi)
was chosen arbitrarily, max(D(X−i ∩ Y−i)) ⊆ Xi ∩ Yi. Moreover, max-
imal domination implies max(D(X−i ∩ Y−i)) D(X−i ∩ Y−i) ai, which
finally yields (Xi ∩ Yi) D(X−i ∩ Y−i) ai.

A direct corollary is the fact that any two distinct D-sets are disjoint.

Corollary 3.7. Let D be a dominance structure satisfying MON and MAX.
If X and Y are distinct D-sets, then X∩ Y = ∅.

Proof. Assume for contradiction that X ∩ Y 6= ∅. Then Proposition 3.6
implies that X∩ Y is externally D-stable. It follows from Corollary 3.5
that there exists a D-set Z with Z ⊆ X∩ Y, violating the minimality of
X or Y (or both).

It is shown in Section 4.3 that S, S∗, and B satisfy MON and MAX.
As a consequence, the number of S-sets, S∗-sets, and B-sets can never
exceed the number of action profiles of the game.

Corollary 3.8. The number of S-sets, S∗-sets, and B-sets of a normal-form
game is bounded by a polynomial in the size of the game.

Proposition 3.6 can be utilized to prove uniqueness results for ma-
trix games. This was first observed by Shapley (1964), who has shown
that every matrix game has a unique S-set. The result was later gen-
eralized by Duggan and Le Breton (1996a) to S∗-sets and B-sets.

Theorem 3.9 (Shapley, 1964; Duggan and Le Breton, 1996a). Every
matrix game has a unique S-set, a unique S∗-set, and a unique B-set.

Proof. We first prove uniqueness of S∗-sets. Let Γ be a matrix game
and s∗ a quasi-strict equilibrium of Γ . Consider an arbitrary S∗-set
X = (X1,X2) and let s be a Nash equilibrium of the subgame induced
by X.

We claim that s is a Nash equilibrium of Γ . To see this, observe that
X is a Rc-set (Fact 3.3). This implies that the set of all best responses
to s2 is contained in ∆(X1). Since both s and s∗ are Nash equilib-
ria of Γ , we can apply interchangeability (Fact 2.9(ii)) and get that
(s∗1, s2) ∈ N(Γ). In particular, s∗1 is a best response to s2. We thus have
supp(s∗1) ⊆ X1, and an analogous statement shows supp(s∗2) ⊆ X2.

Since supp(s∗) = ES(Γ) and X was chosen arbitrarily, we have
shown that every S∗-set contains ES(Γ). In other words, any two S∗-
sets have a nonempty intersection. The uniqueness of S∗-sets now
follows from Corollary 3.7.
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We now show that S-sets and B-sets are also unique in matrix
games. Recall that S ⊆ B ⊆ S∗. Assume for contradiction that there
exists a matrix game with two distinct S-sets X and Y. Since S ⊆ S∗, X
and Y are externally S∗-stable. Corollary 3.5 implies the existence of
two disjoint S∗-sets X ′ ⊆ X and Y ′ ⊆ Y, contradicting the uniqueness
of S∗-sets. The argument for B-sets is analogous.

In tournament games, S∗-sets and B-sets coincide.

Proposition 3.10. For every tournament game, the unique S∗-set coincides
with the unique B-set.

Proof. First, observe that uniqueness of a D-set X in a symmetric ma-
trix game implies symmetry of X, i.e., X1 = X2. (If X1 6= X2, (X2,X1) uniqueness implies

symmetrywould be another D-set.)
Second, Proposition 3.5 reduces the problem of showing the coinci-

dence of S∗-sets and B-sets to the problem of showing the coincidence
of externally S∗-stable sets and externally B-stable sets.

Combining these two insights, it is sufficient to prove the following
statement for any tournament game Γ = (A,u) and any X ⊆ A:

(X,X) is externally S∗-stable ⇔ (X,X) is externally B-stable.

The direction from right to left is trivial since B ⊆ S∗. For the direc-
tion from left to right, consider an action b ∈ A \ X with X S∗(X) b.
We need to show that X B(X) b. Since Γ is a tournament game and
b /∈ X, u(b, x) 6= 0 for all x ∈ X. Moreover, u(b, x) cannot equal 1 since
X S∗(X) b and u(x,y) 6 1 for all x,y ∈ A. It follows that u(b, x) = −1

for all x ∈ X.
It is now easy to show that X B(X) b, as for all nonempty Y ⊆ X

and all y ∈ Y, y W(Y) b. The reason is that the strict inequality
u(y,y) > u(b,y) is sufficient for y weakly dominating b with respect
to Y.

The game on the left-hand side of Figure 11 shows that Proposi-
tion 3.10 cannot be generalized to confrontation games.

We now turn to symmetric dominance structures and prove a
uniqueness result that applies to a whole class of such structures.

Proposition 3.11. Let D be a symmetric dominance structure satisfying
weak MON. If D ⊆ CM, then every symmetric matrix game has a unique
D-set.

It is unknown whether D ⊆ CM is necessary for the uniqueness
of D-sets in symmetric matrix games. Various symmetric dominance
structures D with CM ⊆ D have been shown to admit disjoint min-
imal solutions, sometimes involving rather elaborate combinatorial
arguments. Examples include unidirectional covering (Brandt and Fis-
cher, 2008b) and extending (Brandt, 2011b; Brandt et al., 2013).
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In order to prove Proposition 3.11, we need the following two lem-
mata.6

Lemma 3.12. Let D ⊆ CM be a symmetric dominance structure satisfying
weak MON. Let furthermore Γ = (A,u) be a symmetric matrix game and
X, Y ⊆ A. If (X,X) and (Y, Y) are externally D-stable, then (X∩ Y,X∩ Y)
is externally D-stable.

Proof. We first show that X ∩ Y 6= ∅. Assume for contradiction that
X∩Y = ∅ and let a0 ∈ Y. As (X,X) is externallyD-stable andD ⊆ CM,
there exists a1 ∈ X with a1 CM(X) a0. As (Y, Y) is externally D-stable
and D ⊆ CM, there exists a2 ∈ Y with a2 CM(X) a1. Repeatedly
applying these arguments yields an infinite sequence (a0,a1,a2, ...)
such that

• for all even i > 0, ai ∈ Y and ai+1 CM(X) ai, and

• for all odd i > 1, ai ∈ X and ai+1 CM(Y) ai.

Since A is finite, this sequence must contain repetitions. Without loss
of generality, assume that ak = a0 for some even k > 0. We can there-
fore construct the following chain of inequalities (consult Figure 14

for an example with k = 6):

u(a0,a1) 6 u(a1,a1) 6 u(a1,a0) 6 u(a2,a0) 6 u(a2,ak−1)

6 u(a3,ak−1) 6 u(a3,ak−2) 6 u(a4,ak−2) 6 . . .

6 u(a0,a2) 6 u(a0,a1)

(3)

It follows that all utilities in this chain of inequalities are equal.
Since Γ is a symmetric matrix game, u(a1,a1) = 0. Hence, all utilities
in this chain are zero. In particular, u(a1,a0) = 0, which contradicts
the assumption that a1 CM(Y) a0. This proves that X∩ Y 6= ∅.

In order to show that (X ∩ Y,X ∩ Y) is externally D-stable, take an
arbitrary a0 /∈ X ∩ Y. Without loss of generality, assume that a0 /∈ X.
As (X,X) is externally D-stable and D ⊆ CM, there exists a1 ∈ X with
a1 CM(X) a0. If a1 /∈ Y, there exists a2 ∈ Y with a2 CM(X) a1. This
construction finally yields some ak ∈ X ∩ Y, for otherwise we have
a contradiction as in the first part of the proof. Repeated application
of weak MON now yields ak D(X∩ Y) ai for all i < k. In particular,
ak D(X∩ Y) a0, as desired.

The proof of the following lemma is similar to that of Lemma 3.12,
and we omit it.

Lemma 3.13. Under the assumptions of Lemma 3.12, if (X, Y) is externally
D-stable, then (X∩ Y,X∩ Y) is externally D-stable.

We are now ready to prove Proposition 3.11.

6 These lemmata are adapted from Duggan and Le Breton (1996a), who proved the
analogous statements for W-sets in confrontation games.
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a5

a3

a1

a0

a2

a4

X

Y

a5 a3 a1 a0 a2 a4

Figure 14: Construction used in the proof of Lemma 3.12. An arrow from an
action profile (ai,aj) to another action profile (ai ′ ,aj ′) indicates
that u(ai,aj) > u(ai ′ ,aj ′).

Proof of Proposition 3.11. Lemma 3.13 implies that every D-set (X, Y)
satisfies X = Y, as otherwise (X ∩ Y,X ∩ Y) would be a smaller exter-
nally D-stable set. Similarly, Lemma 3.12 implies that there cannot
exist two D-sets (X,X) and (Y, Y) with X 6= Y.

Since CD ⊆ CM and both CD and CM are weakly monotonic, it
immediately follows that CD and CM satisfy uniqueness.

Corollary 3.14. Every symmetric matrix game has a unique CD-set and a
unique CM-set.

We now show how the results on symmetric dominance structures
can be utilized for studying V-sets. In contrast to S-sets, V-sets are not
unique in matrix games.7 In confrontation games, the picture is dif-
ferent. Duggan and Le Breton (1996a) have shown that these games
have a unique W-set, which moreover coincides with the (unique)
CM-set. As already mentioned in Footnote 6, the proof of the lat-
ter statement proceeds along the same lines as the one of Proposi-
tion 3.11. In particular, the chain of weak inequalities (3) is used to
show that u(a1,a0) = 0, which violates the off-diagonal property of
confrontation games. It can easily be checked that all arguments carry
over to very weak dominance. As a consequence, V-sets, W-sets, and
CM-sets all coincide in confrontation games.

7 It is in fact easily seen that even a symmetric matrix game can have multiple V-sets:
if all action profiles yield the same utility, then every single profile constitutes a V-set.
Moreover, we will in Section 3.4 construct a class of symmetric matrix games with an
exponential number of V-sets. And we will show in Section 5.7 that several natural
problems like finding V-sets, checking whether a given action is contained in some
V-set, or deciding whether there is a unique V-set are computationally intractable.



36 dominance-based solution concepts

Proposition 3.15. Every confrontation game has a unique V-set, and this
V-set coincides with the unique CM-set.

Our final result on confrontation games states that the unique CD-
set coincides with the CM-set as well.

Proposition 3.16. For every confrontation game, the unique CD-set coin-
cides with the unique CM-set.

Proof. Following a similar argument as in the proof of Proposi-
tion 3.10, it is sufficient to prove the following statement for any con-
frontation game Γ = (A,u) and X ⊆ A:

(X,X) is externally CD-stable⇔ (X,X) is externally CM-stable.

This equivalence is easily verified by inspecting the definitions of CM
and CD (page 21): assuming X = Y and a /∈ X, the dominance re-
lations CM(X) and CD(X) only differ in games in which some off-
diagonal matrix entry equals 0. Obviously, this cannot happen in con-
frontation games.

V∗-sets, on the other hand, are not even unique in confrontation
games (see Figure 15 on page 39 for an example). In order to guaran-
tee the uniqueness of V∗-sets, we have to restrict the class of games
even further. Again, we utilize a result by Duggan and Le Breton
(2001), who have shown that tournament games have a unique W∗-
set, which moreover coincides with the W-set (and hence with the
V-set, the CM-set, and the CD-set). The proof is similar to the one
of Proposition 3.10 and shows that a pair (X1,X2) is externally W∗-
stable if and only if it is externally W-stable. Observing that all the
arguments can be adapted to very weak dominance yields the final
result of this section.

Proposition 3.17. Every tournament game has a unique V∗-set, and this
V∗-set coincides with the unique V-set.

3.4 games with an exponential number of D-sets

In this section we show that there are games with an exponential
number of V-sets and V∗-sets. We need the following lemma.

Lemma 3.18. Let Γ = (A,u) be a symmetric matrix game andD ∈ {V ,V∗}.
Define Γ ′ as the matrix game that is identical to Γ except that player 1
has an additional action â that always yields a utility of 1. That is, Γ ′ =
({1, 2}, (A ∪ {â},A), (u1,u2)) with u1(a,b) = u(a,b) for all a,b ∈ A,
u1(â,a) = 1 for all a ∈ A, and u2 = −u1. Then, there exists no subset
X ⊆ A of actions of player 1 such that X D(X) â.

Proof. Assume for contradiction that X V∗(X) â for some X ⊆ A, and
let s1 ∈ ∆(X) be a strategy with u1(s1, x−i) > 1 for all x−i ∈ X. In
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the subgame Γ |X, the strategy s1 guarantees a utility of at least 1 to
the row player. This contradicts the fact that Γ |X, being a symmetric
zero-sum game, has a value of 0. Since V ⊆ V∗, the statement for V
follows immediately.

A D-set (X1,X2) is symmetric if X1 = X2. It is straightforward to symmetric D-sets

verify that every symmetric matrix game has a symmetric D-set for
all dominance structures D. For D ∈ {V ,V∗}, any symmetric matrix
game with multiple symmetric D-sets can be used to show that the
number of D-sets may be exponential in general.

Proposition 3.19. LetD ∈ {V ,V∗}. If there exists a symmetric matrix game
with at least two symmetric D-sets, then there exists a family of symmetric
matrix games such that the number of D-sets is exponential in the size of
the game.

Proof. Let D ∈ {V ,V∗} and consider a symmetric matrix game Γ =

(A,u) with k > 2 symmetric D-sets. We construct a family (Γi)i∈N

such that Γi = (Ai,ui) is a symmetric matrix game and the number
of symmetric D-sets in Γi is k|A

i|/|A|.
Let Γ1 = Γ . For i > 1, Γi+1 = (Ai+1,ui+1) is defined inductively as

follows.
Ai+1 = Ai,0 ∪Ai,1 ∪Ai,2,

where for each ` ∈ {0, 1, 2}, Ai,` is a copy of Ai. For a ∈ Ai,` and
b ∈ Ai,` ′ , the utility function ui+1 is defined by

ui+1(a,b) =


ui(a,b) if ` = ` ′,

−1 if ` ′ = `+ 1,

1 if ` ′ = `+ 2,

where ` + c should be understood to mean ` + c mod 3. If Mi is
the matrix representing Γi, 1 is the |Ai|× |Ai| matrix containing only
ones, and −1 is (−1) · 1, then the game Γi+1 is represented by the
block matrix

Mi+1 =

 Mi −1 1

1 Mi −1

−1 1 Mi

 .

We will show that, for each i > 1, the symmetric D-sets of Γi+1 can
be characterized in terms of the symmetricD-sets of Γi. The following
notation will be useful. For X ⊆ Ai+1 and ` ∈ {0, 1, 2}, let X` = X∩Ai,`
denote the part of X that lies in block `. We claim that for each i > 1,

(X,X) is a symmetric D-set in Γi+1 if and only if

(X`,X`) is a symmetric D-set in Γi for all ` ∈ {0, 1, 2}.
(4)
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Before proving this equivalence, we make the following observation.

If (X,X) is a D-set in Γi+1, then X` 6= ∅ for all ` ∈ {0, 1, 2}. (5)

To see this, let x ∈ X be an arbitrary action and choose ` such that a ∈
X`. Consider the game where the actions of player 2 are restricted to
X`. As ui+1(a,b) = 1 for all a ∈ X`+1 and b ∈ X`, Lemma 3.18 implies
that no action in X`+1 isD-dominated by X`. Therefore, at least one of
the actions in X`+1 has to be contained in X, i.e., X`+1 6= ∅. Repeating
the argument, X`+1 6= ∅ implies X`+2 6= ∅, which proves (5).

We are now ready to prove the equivalence (4). For the direction
from left to right, assume that (X,X) is a D-set in Γi+1 and let ` ∈
{0, 1, 2}. We need to show that (X`,X`) is a D-set in Γi. By (5), we know
that X` 6= ∅. To show that (X`,X`) is externally D-stable, consider
some a ∈ Ai,` \X`. As (X,X) is externally D-stable in Γi+1, X D(X) a.
However, the definition of ui+1 ensures that none of the actions in
X`+1 ∪ X`+2 is essential for this dominance relation to hold. It thus
follows that X` D(X) a. Monotonicity of D finally yields X` D(X`) a.
For minimality of (X`,X`), note that the existence of an externally D-
stable set (X ′, Y ′) 6= (X`,X`) in Γi with X ′, Y ′ ⊆ X` would contradict
the minimality of (X,X) in Γi+1.

For the direction from right to left, (X,X) is externally D-stable in
Γi+1 because each (X`,X`) is externally D-stable in Γi. Furthermore
(X,X) is minimal, as a proper subset of (X,X) that is externally D-
stable in Γi+1 would yield an externally D-stable subset of (X`,X`)
for some ` ∈ {0, 1, 2}, contradicting the minimality of (X`,X`) in Γi.

Let ki denote the number of symmetric D-sets in Γi. It follows
from (4) that ki+1 = k3i for all i > 1. As k1 = k, this yields ki = k3

i−1
.

As |Ai| = 3i−1|A|, the number of D-sets in Γi = (Ai,ui) equals
ki = k

|Ai|/|A|. In particular, ki is exponential in |Ai|.

We will now use Proposition 3.19 to show that games can have an
exponential number of V-sets and V∗-sets. All we have to do is con-
struct symmetric matrix games with more than one solution, and this
is easily achieved. For instance, take a 2× 2 game where all utilities
are zero. It follows that the number of V-sets and V∗-sets may be ex-
ponential in the size of the game. An immediate consequence is that
no polynomial-time algorithm can compute all of these sets.

Corollary 3.20. Computing all V-sets or all V∗-sets of a game requires
exponential time in the worst case, even for symmetric matrix games.

For mixed very weak dominance, the result can be strengthened.
The game in Figure 15 proves that, unlike V-sets, V∗-sets are not
unique in confrontation games. Applying Proposition 3.19 again, we
get the following.8

8 It is easily seen that the games (Γi)i∈N constructed in the proof of Proposition 3.19

are confrontation games whenever Γ is a confrontation game.
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a1 a2 a3 a4 a5 a6

a1 0 3 −3 −1 −1 2

a2 −3 0 3 −1 2 −1

a3 3 −3 0 2 −1 −1

a4 1 1 −2 0 3 −3

a5 1 −2 1 −3 0 3

a6 −2 1 1 3 −3 0

Figure 15: A confrontation game with two symmetric V∗-sets:
({a1,a2,a3}, {a1,a2,a3}) and ({a4,a5,a6}, {a4,a5,a6}). In
the former V∗-set, a4 is dominated by 2

3a1 +
1
3a3, a5 is domi-

nated by 1
3a2 +

2
3a3, and a6 is dominated by 1

3a1 +
2
3a2. In the

latter V∗-set, a1 is dominated by 2
3a5 +

1
3a6, a2 is dominated by

2
3a4 +

1
3a5, and a3 is dominated by 1

3a4 +
2
3a6.

Corollary 3.21. Computing all V∗-sets of a game requires exponential time
in the worst case, even for confrontation games.

3.5 summary

We have studied the existence and multiplicity of D-set for various
dominance structures D. With the exception of W and W∗, all dom-
inance structures yield solutions that are guaranteed to exist. Ta-
ble 3 summarizes the results on the multiplicity of solutions. For
a given dominance structure D and a class of games (ordered by
set inclusion), the table shows bounds on the asymptotic number of
D-sets (unique, polynomial, or exponential). If a cell spans several
columns, the corresponding D-sets coincide within the respective
class of games. For each table cell that is not labelled with ‘exp,’ the
next chapter will provide an algorithm that computes all D-sets for
games in the respective class.

S B S∗ CD CM V V∗

normal-form games poly poly poly

matrix games unique unique unique

symmetric matrix games unique unique exp

confrontation games unique exp

tournament games unique unique

Table 3: The multiplicity of D-sets





4
A L G O R I T H M S F O R D O M I N A N C E - B A S E D
S O L U T I O N S

The goal of this chapter is to efficiently compute D-sets for differ-
ent dominance structures D. We introduce two generic algorithms, a
greedy and a sophisticated one. In principle, these algorithms can be
applied to any dominance structure. For each algorithm, we identify
properties of a dominance structure that ensure soundness and effi-
ciency of the algorithm.

4.1 generic greedy algorithm

Shapley (1964) did not only show that every matrix game possesses
a unique S-set, he also described an algorithm—attributed to Harlan
Mills—to compute this set. The idea behind this algorithm is that Mills’ algorithm

given a subset of the S-set, the S-set itself can be computed by it-
eratively adding actions that are maximal, i.e., not dominated with
respect to the current subset of actions of the other player. We gen-
eralize Mills’ algorithm in two directions. First, we identify general
conditions on a dominance structure D that ensure that this greedy
approach works. Second, we consider arbitrary n-player normal-form
games, thereby losing uniqueness of D-sets, and devise an algo-
rithm that computes all D-sets of such games in polynomial time.
We first observe a particularly useful consequence of Proposition 3.6
(page 32).

Corollary 4.1. Let X0 ⊆ AN. Under the assumptions of Proposition 3.6,
the minimal externally D-stable set containing X0 is unique: if Y and Z are
externally D-stable with X0 ⊆ Y and X0 ⊆ Z, then Y ⊆ Z or Z ⊆ Y.

Proof. Suppose that both Y and Z are minimal among all externallyD-
stable sets containing X0, and that neither Y ⊆ Z nor Z ⊆ Y. As both
Y and Z contain X0, Y ∩ Z is nonempty and Proposition 3.6 implies
that Y ∩ Z is externally D-stable. This contradicts minimality of both
Y and Z.

If D moreover satisfies computational tractability, the minimal ex-
ternally D-stable set containing X0 can be computed efficiently by
greedily adding undominated actions.

Proposition 4.2. Let X0 ⊆ AN. If D satisfies MON, MAX, and COM, the
minimal externally D-stable set containing X0 can be computed in polyno-
mial time.

41
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Algorithm 1 Minimal externally D-stable set containing X0

procedure min_ext(Γ , (X01, . . . ,X0n))
for all i ∈ N do
Xi ← X0i

end for
repeat

for all i ∈ N do
Yi ← max(D(X−i)) \Xi
Xi ← Xi ∪ Yi

end for
until

⋃n
i=0 Yi = ∅

return (X1, . . . ,Xn)

Algorithm 2 Generic greedy algorithm
procedure D_set(Γ)
C← ∅
for all (a1, . . . ,an) ∈

∏
i∈NAi do

C← C∪ min_ext(Γ , ({a1}, . . . , {an}))
end for
return {X ∈ C : X is inclusion-minimal in C }

Proof. We show that Algorithm 1 computes the minimal externally
D-stable set containing X0 and runs in polynomial time. Algorithm 1

starts with X0 and iteratively adds all actions that are not yet domi-
nated. As D satisfies COM, these actions can be computed efficiently.
Moreover, the number of loops is bounded by

∑n
i=1 |Ai|.

Let Xmin be the minimal externally D-stable set containing X0. We
show that during the execution of Algorithm 1, the set X is always a
subset of Xmin. At the end of the algorithm,

⋃n
i=0 Yi = ∅ implies that

max(D(X−i)) ⊆ Xi for all i ∈ N. As D satisfies MAX, this shows that
X is externally D-stable.

We prove X ⊆ Xmin by induction on |X| =
∑n
i=1 |Xi|. At the be-

ginning of the algorithm, X = X0 ⊆ Xmin by definition of Xmin.
Now assume that X ⊆ Xmin at the beginning of a particular itera-
tion. We have to show that for all i ∈ N, Yi ⊆ Xmin

i . Let ai ∈ Yi =

max(D(X−i)) \Xi, and assume for contradiction that ai /∈ Xmin
i . Since

Xmin is externally D-stable, Xmin
i D(Xmin

−i ) ai. By the induction hypoth-
esis, X−i ⊆ Xmin

−i , which together with MON implies Xmin
i D(X−i) ai.

It follows that Ai D(X−i) ai, contradicting the assumption that
a ∈ max(D(X−i)).

Whenever X0 is contained in a D-set, Algorithm 1 returns this D-
set. This property can be used to construct an algorithm to compute
all D-sets of a game: call Algorithm 1 for every possible combination
of singleton sets of actions of the different players. The result is a
collection of externally D-stable sets, and the D-sets of the game are
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a1 a2 a3 a4 a5 a6

a1 0 1 −1 1 1 −1

a2 −1 0 1 1 −1 1

a3 1 −1 0 −1 1 1

a4 −1 −1 1 0 1 −1

a5 −1 1 −1 −1 0 1

a6 1 −1 −1 1 −1 0

Figure 16: Tournament game with unique V-set ({a1,a2,a3}, {a1,a2,a3}).
Initiating Algorithm 1 with a pair ({ai}, {aj}) results in a proper
superset of the V-set for every choice of i and j.

the inclusion-minimal elements of this collection. This idea is made
precise in Algorithm 2.

Theorem 4.3. If D satisfies MON, MAX, and COM, all D-sets can be com-
puted in polynomial time.

Proof. We show that Algorithm 2 computes all D-sets of Γ and runs
in polynomial time. Polynomial running time follows immediately
because Algorithm 1 is invoked |A| times, and inclusion-maximality
can be checked easily.

As for correctness, we first show that every D-set X is an element
of the set C. To see this, note that Proposition 3.6 implies that X is
the minimal externally D-stable set containing ({x1}, . . . , {xn}) for ev-
ery (x1, . . . , xn) ∈

∏n
i=1 Xi. By definition, each D-set is inclusion-

minimal.
To show that all inclusion-minimal elements of C are D-sets, it is

sufficient to observe that all elements of C are externallyD-stable.

4.2 generic sophisticated algorithm

Algorithm 2 is not sound for all dominance structures. For instance,
very weak dominance violates maximal domination and therefore
does not satisfy the conditions of Theorem 4.3. The example given
in Figure 16 shows that, even in tournament games, Algorithm 2 fails
to find the unique V-set.

We will identify conditions on dominance structures D that al-
low for the following sophisticated method: instead of adding all D-
undominated actions, merely add actions contained in a D-set of the
subgame induced by the D-undominated actions. This immediately gives
rise to a recursive algorithm, whose running time may however be
exponential. If a nonempty subset of a D-set can be found efficiently,
an efficient algorithm can be constructed.
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Algorithm 3 Generic sophisticated algorithm
procedure D_set_symm(Γ)
X← subset of SD(Γ)
repeat
ΓX ← Γ |max(D(X))\X

X ′ ← subset of SD(ΓX)
X← X∪X ′

until max(D(X)) \X = ∅
return (X,X)

In this section, we will only be concerned with symmetric dom-
inance structures D satisfying uniqueness. As we have already ob-
served on page 33, uniqueness of D-sets implies that the D-set is
symmetric, i.e., X1 = X2. In this case, the set X1 = X2 will be de-
noted by SD(Γ). The following lemma is the key ingredient for the
sophisticated algorithm.

Lemma 4.4. Let Γ be a symmetric matrix game and D a symmetric dom-
inance structure satisfying weak MON, TRA, SING, and UNI. Let further-
more X ⊆ SD(Γ) and define ΓX = Γ |max(D(X))\X. Then, SD(ΓX) ⊆ SD(Γ).

Proof. Let A ′ = max(D(X)) \ X. We can assume that A ′ is nonempty,
as otherwise SD(ΓX) = SD(Γ |A ′) is empty and there is nothing to
prove.

Now partition the set A ′ of undominated actions into two sets C =

A ′ ∩ SD(Γ) and C ′ = A ′ \ SD(Γ) of actions contained in SD(Γ) and
actions not contained in SD(Γ). We will show that (C,C) is externally
D-stable in ΓX. Then, Corollary 3.5 and UNI imply that SD(ΓX) ⊆ C
and, therefore, SD(ΓX) ⊆ SD(Γ).

In order to show that (C,C) is externally D-stable in ΓX, consider
some z ∈ C ′. Since z /∈ SD(Γ), singularity of D implies the existence
of a y ∈ SD(Γ) with y D(SD(Γ)) z. It is easy to see that y /∈ X, since
otherwise weak MON would imply that y D(X) z, contradicting the
assumption that z ∈ A ′. On the other hand, assume that y ∈ SD(Γ) \
(X ∪ C). Then there is some x ∈ X such that x D(X) y. However,
according to TRA, x D(X) y and y D(SD(Γ)) z imply x D(X) z, again
contradicting the assumption that z ∈ A ′. Thus y ∈ C, and using weak
MON again, y D(SD(Γ)) z and z ∈ A ′ imply y D(A ′) z. Hence C is
externally D-stable in ΓX.

Two further properties are required to turn the insight of
Lemma 4.4 into an efficient algorithm: first, we need a polynomial-
time subroutine to compute a nonempty subset of the unique D-set;
second, the dominance structure D itself must be computationally
tractable.

Theorem 4.5. If D satisfies weak MON, TRA, SING, UNI, SUB-COM, and
COM, theD-set of a symmetric matrix game can be computed in polynomial
time.
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Proof. We show that Algorithm 3 computes SD(Γ) and runs in polyno-
mial time. In each iteration, at least one action is added to the set X,
so the algorithm is guaranteed to terminate after at most |A| itera-
tions. Each iteration consists of (i) computing the set max(D(X)) \ X

of undominated actions and (ii) finding a subset of SD(ΓX). Since D
satisfies COM and SUB-COM, both tasks can be performed in polyno-
mial time.

As for correctness, we show by induction on the number of iter-
ations that X ⊆ SD(Γ) holds at any time. When the algorithm ter-
minates, X is externally D-stable, which together with the induction
hypothesis implies that X = SD(Γ).

The base case is trivial. Now assume that X ⊆ SD(Γ) at the begin-
ning of a particular iteration. Then X ∪ X ′ ⊆ X ∪ SD(ΓX) ⊆ SD(Γ),
where the first inclusion is due to X ′ ⊆ SD(ΓX) and the second inclu-
sion follows from Lemma 4.4 and the induction hypothesis.

4.3 greedy algorithms

In this section, we investigate the consequences of Theorem 4.3 on S-,
B-, and S∗-sets.

Corollary 4.6. All S-sets of a normal-form game can be computed in poly-
nomial time.

Proof. According to Theorem 4.3, it suffices to show that S satisfies
MON, MAX, and COM. It can easily be verified that S satisfies MON
and MAX. Furthermore, S satisfies COM because xi S(X−i) ai can be
checked efficiently by simply comparing ui(xi, x−i) and ui(ai, x−i)
for each x−i ∈ X−i.

The same is true for Börgers dominance.

Corollary 4.7. All B-sets of a normal-form game can be computed in poly-
nomial time.

Proof. According to Theorem 4.3, it suffices to show that B satisfies
MON, MAX, and COM. As was the case for S, it can easily be checked
that B satisfies MON and MAX.

It remains to be shown that B satisfies COM. Consider the follow-
ing procedure, formalized in Algorithm 4, which checks whether
Xi B(X−i) ai holds. First check whether Xi weakly dominates ai.
If no, then Xi does not Börgers-dominate ai either. If yes, we can find
an action xi ∈ Xi with ui(xi, x−i) > ui(ai, x−i) for all x−i ∈ X−i.
Define C(xi) as the set of all tuples x−i ∈ X−i for which the latter
inequality is strict. C(xi) is nonempty by definition of W. It follows
that xi W(Y−i) ai for all Y−i with Y−i ∩C(xi) 6= ∅. We can therefore
restrict attention to subsets of Y−i \ C(xi) and “recursively” check
whether Xi B(Y−i \C(xi)) ai. It is easily verified that this procedure
correctly checks Börgers dominance and runs in polynomial time.
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Algorithm 4 Checking Börgers dominance
procedure Boergers_dom(Γ , (Xi)i∈N,ai)
Y−i ← X−i

repeat
if Xi W(Y−i) ai then

Choose xi ∈ Xi such that xi W(Y−i) ai
C(xi)← {y−i ∈ Y−i : ui(xi,y−i) > ui(ai,y−i)}
Y−i ← Y−i \C(xi)

else
return “no”

end if
until Y−i = ∅
return “yes”

The requirements for the greedy algorithm are also met by mixed
strict dominance.

Corollary 4.8. All S∗-sets of a normal-form game can be computed in poly-
nomial time.

Proof. According to Theorem 4.3, it suffices to show that S∗ sat-
isfies MON, MAX, and COM. It is easily verified that S∗ satisfies
MON. Furthermore, S∗ satisfies COM because Xi S∗(X−i) ai can be
checked efficiently with the help of a linear program (see Proposi-
tion 1 by Conitzer and Sandholm, 2005).

We now show that S∗ satisfies MAX. Without loss of generality, as-
sume that ui(a) > 0 for all i ∈ N and a ∈

∏n
i=1Ai. The following

geometric interpretation will be useful. For an action ai of player
i ∈ N, define ui(ai,X−i) = (ui(ai, x−i))x−i∈X−i

as the vector of pos-
sible utilities for player i if he plays ai and the other players play
some x−i ∈ X−i. For a set Yi ⊆ Ai of actions of player i, denote by
ui(Yi,X−i) = ∪yi∈Yi ui(yi,X−i) the union of all such vectors, and
write m = |X−i| for their dimension. For a set of vectors V ⊆ Rm>0,
define L[V] to be the lower contour set of conv(V), i.e.,

L[V] =
⋃

{ x ∈ Rm>0 : ∃v ∈ conv(V) with v > x },

where v > x is to be read componentwise.
The underlying intuition is that each action whose vector of utili-

ties lies in the interior of L[V] is strictly dominated by some strategy
in ∆(V). More formally, Xi S∗(X−i) ai if and only if ui(ai,X−i) ∈
int(L[ui(Xi,X−i)]).

Suppose Ai S∗(X−i) ai. We have to show that

max(S∗(X−i)) S
∗(X−i) ai ,

i.e., there exists si ∈ ∆(max(S∗(X−i))) with ui(si, x−i) > ui(ai, x−i)
for all x−i ∈ X−i. Since Ai S∗(X−i) ai, we know that there must be
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some si ∈ ∆(Ai) with ui(si, x−i) > ui(ai, x−i) for all x−i ∈ X−i. It
thus suffices to show that

L[ui(max(S∗(X−i)),X−i)] = L[ui(Ai,X−i)] ,

such that the set of actions strictly dominated by some strategy in
∆(max(S∗(X−i))) coincides with the set of actions strictly dominated
by some strategy in ∆(Ai).

The inclusion from left to right is trivial since max(S∗(X−i)) ⊆ Ai.
For the inclusion from right to left, recall that a convex and com-
pact set in Rm is equal to the convex hull of the set of its ex-
treme points. As both L[ui(Ai,X−i)] and L[ui(max(S∗(X−i)),X−i)]

are compact and convex, it remains to be shown that no point in
ui(Ai \max(S∗(X−i)),X−i) is an extreme point of L[ui(Ai,X−i)]. This
follows from the fact that any such point is strictly dominated by
some a∗i ∈ ∆(Ai). Indeed, the definition of max(S∗(X−i)) ensures
that for each ai ∈ Ai \ max(S∗(X−i)), there exists a∗i ∈ ∆(Ai) with
ui(a

∗
i , x−i) > ui(ai, x−i) for all x−i ∈ X−i.

4.4 sophisticated algorithms

In this section, we investigate the consequences of Theorem 4.5 on
CD-, CM-, V-, and V∗-sets.

Let us first consider CM and CD, which are only defined in sym-
metric matrix games. We have already seen (Corollary 3.14) that both
dominance structures yield unique minimal solutions, and it can eas-
ily be shown that the other requirements for the sophisticated algo-
rithm are satisfied as well.

Corollary 4.9. The CD-set and the CM-set of a symmetric matrix game
can be computed in polynomial time.

Proof. According to Theorem 4.5, it is sufficient to show that both CM
and CD satisfy weak MON, TRA, SING, UNI, SUB-COM, and COM.

It is easily verified that both CM and CD satisfy weak MON, TRA,
SING, and COM. UNI was shown in Corollary 3.14. Finally, Dutta and
Laslier (1999) have shown that the essential set ES(Γ) is a (nonempty)
subset of SCM(Γ) and ES(Γ) can be computed in polynomial time
using linear programming (see Brandt and Fischer, 2008b). This
proves that CM satisfies SUB-COM. The same is true for CD because
CD ⊆ CM implies SCM(Γ) ⊆ SCD(Γ).

The following positive results now follow from Propositions 3.15

and 3.17.

Corollary 4.10. The unique V-set of a confrontation game can be computed
in polynomial time.

Corollary 4.11. The unique V∗-set of a tournament game can be computed
in polynomial time.
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4.5 summary

We proposed two generic algorithms for computing D-sets and stud-
ied their soundness and efficiency for various dominance struc-
tures D and subclasses of games. Our results yielded greedy algo-
rithms for computing all S-sets, S∗-sets, and B-sets of a given normal-
form game, and sophisticated algorithms for computing the unique
CM-set and the unique CD-set of a given symmetric matrix game.
Within the subclass of confrontation games, these algorithms coin-
cide and also yield the V-set. Our algorithms subsume existing algo-
rithms for computing saddles in matrix games (Shapley, 1964), mini-
mal covering sets in binary symmetric matrix games (Brandt and Fis-
cher, 2008b), and CURB sets in two-player games (Benisch et al., 2010).
Interestingly, the sophisticated algorithms rely on the repeated com-
putation of Nash equilibria via linear programming, even though the
corresponding solution concepts are purely ordinal. Whether V-sets
and V∗-sets can be computed efficiently in matrix games remains an
interesting open problem.

In order to summarize the results, we revisit the table from the
end of the previous chapter and highlight the cells to which our al-
gorithms apply. If a cell is highlighted in dark gray, the greedy al-
gorithm finds all D-sets in the given class in polynomial time. If it
is highlighted in light gray, the analogous statement holds for the
sophisticated algorithm.

S B S∗ CD CM V V∗

normal-form games poly poly poly

matrix games unique unique unique

symmetric matrix games unique unique exp

confrontation games unique exp

tournament games unique unique

Table 4: Algorithmic results for D-sets



5
H A R D N E S S R E S U LT S F O R D O M I N A N C E - B A S E D
S O L U T I O N S

The algorithms from the previous chapter do not apply to all dom-
inance structures considered in this thesis. In fact, we have seen in
Section 3.4 that some dominance structures give rise to an exponen-
tial number of D-sets, even in symmetric matrix games. While this
immediately implies that no polynomial-time algorithm can compute
all D-sets, a number of natural computational questions remain open.
For example, such questions concern the complexity of finding aD-set,
checking whether a given action is contained in some D-set, or decid-
ing whether there is a unique D-set. In this chapter, we resolve this
question for weak (W) and very weak (V) dominance. Since W-sets
may fail to exist (see Figure 12 on page 31), we consider weak saddles, a
closely related solution concept whose existence is guaranteed. Weak
saddles are defined as inclusion-minimal externallyW-stable sets. We
show that finding weak saddles of bimatrix games is NP-hard, under
polynomial-time Turing reductions, and that recognizing weak sad-
dles is coNP-complete. We moreover prove that deciding whether a
given action is contained in some weak saddle is hard for parallel
access to NP and thus not even in NP unless the polynomial hierar-
chy collapses. Finally, we extend most of these intractability results to
V-sets.

5.1 weak saddles in two-player games

As mentioned in Section 3.2, the existence of W-solutions can be re-
stored by ignoring internal stability. Weak saddles are defined as min-
imal externally W-stable sets.

Definition 5.1. Let Γ = (N, (Ai)i∈N, (ui)i∈N) be a game. A tuple S ⊆
AN is a weak generalized saddle point (WGSP) of Γ if for every player
i ∈ N, Si W(S−i) ai for all ai ∈ Ai \ Si. A weak saddle is a WGSP that
contains no other WGSP.

A WGSP thus is a tuple that is externally W-stable. Observe that
the tuple AN of all actions is always a WGSP, thereby guaranteeing
existence of a weak saddle in every game. Weak saddles do not have
to be unique, as shown in the example in Figure 17.

This section is mostly concerned with (non-symmetric) bimatrix
games. For such games, we can simplify notation and write Γ =

(A,B,u), where A is the set of actions of player 1, B is the set of ac-
tions of player 2, and u : A×B→ R×R is the utility function on the

49
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b1 b2 b3

a1
0

2

1

1

0

1

a2
1

1

1

1

1

2

Figure 17: Example bimatrix game with two weak saddles ({a1}, {b1,b2})
and ({a1,a2}, {b2}). In this chapter, we follow the convention to
write player 1’s utility in the lower left corner and player 2’s utility
in the upper right corner of the corresponding matrix cell.

understanding that u(a,b) = (u1(a,b),u2(a,b)) for all (a,b) ∈ A×B.

For an action a and a weak saddle S = (S1,S2), we will sometimes
slightly abuse notation and write a ∈ S if a ∈ (S1 ∪ S2). In such
cases, whether a is a row or a column should be either clear from
the context or irrelevant for the argument. This partial identification
of S and S1 ∪ S2 is also reflected in referring to S as a “set” rather
than a “pair” or “tuple.” When reasoning about the structure of the
saddles of a game, the following notation will be useful. For two
actions x,y ∈ A∪B, we write x y if every weak saddle containing xx y

also contains y. Observe that  as a relation on (A ∪ B)× (A ∪ B) is
transitive. We now identify two sufficient conditions for x  y to
hold.

Fact 5.2. Let Γ = (A,B,u) be a two-player game, b ∈ B an action of
player 2, and a ∈ A an action of player 1. Then b  a if one of the
following two conditions holds:1

(i) a is the unique action maximizing u1(·,b), i.e.,

{a} = arg max
a ′∈A

u1(a
′,b).

(ii) amaximizes u1(·,b), and all actions maximizing u1(·,b) yield identi-
cal utilities for all opponent actions, i.e., a ∈ arg maxa ′∈A u1(a ′,b)
and u1(a1,b ′) = u1(a2,b ′) for all a1,a2 ∈ arg maxa ′∈A u1(a ′,b)
and all b ′ ∈ B.

Part (i) of the statement above can be generalized in the following
way. An action a is in the weak saddle if it is a unique best response to
a subset of saddle actions: if {b1, . . . ,bt} ⊆ S and there is no a ′ ∈ A \

{a} with u1(a ′,bi) > u1(a,bi) for all i ∈ [t], then a ∈ S.2 In this case,
we write {b1, . . . ,bt}  a. Moreover, for two sets of actions X and Y,
we write X  Y if X  y for all y ∈ Y. For example, in the game of
Figure 17, b1  a1  b2, {b2,b3} a2, and {b1,b3} {a1,a2}.

1 The statement remains true if the roles of the two players are reversed.
2 For n ∈N, we denote [n] = {1, . . . ,n}.



5.2 a general construction 51

In [6], we constructed a class of games that established a strong
relationship between weak saddles and inclusion-maximal cliques
in undirected graphs. Based on this construction and a reduction
from the NP-complete problem CLIQUE, we showed that deciding
whether there exists a weak saddle with a certain number of actions is
NP-hard. This construction, however, did not permit any statements
about the more important problems of finding a weak saddle, recog-
nizing a weak saddle, or deciding whether a certain action is contained in
some weak saddle. In particular, we will be interested in the following
computational problems for a given game Γ .

• FindWeakSaddle: Find a weak saddle of Γ .

• IsWeakSaddle: Is a given tuple (S1, . . . ,Sn) a weak saddle of Γ?

• UniqueWeakSaddle: Does Γ contain exactly one weak saddle?

• InWeakSaddle: Is a given action a contained in a weak saddle
of Γ?

• InAllWeakSaddles: Is a given action a contained in every weak
saddle of Γ?

• NontrivialWeakSaddle: Does Γ contain a weak saddle that
does not consist of all actions?

5.2 a general construction

We will now derive various hardness results for weak saddles. We
begin by presenting a general construction that transforms a Boolean
formula ϕ into a bimatrix game Γϕ, such that the existence of certain
weak saddles in Γϕ depends on the satisfiability of ϕ. This construc-
tion will be instrumental for each of the hardness proofs given in this
section.

Let ϕ = C1∧ · · ·∧Cm be a Boolean formula in conjunctive normal Boolean formula

form (CNF) over a finite set V = {v1, . . . , vn} of variables. Denote by
L = {v1, v1, . . . , vn, vn} the set of all literals, where a literal is either a literal

variable or its negation. Each clause Cj is a set of literals. An assign- clause

ment α ⊆ L is a subset of the literals with the interpretation that all
literals in α are set to “true.” Assignment α is valid if ` ∈ α implies
` /∈ α for all ` ∈ L.3 We say that α satisfies a clause Cj if α is valid and
Cj ∩α 6= ∅. An assignment that satisfies all clauses of ϕ will be called
a satisfying assignment for ϕ. A satisfying assignment α will be called
minimal if there does not exist a satisfying assignment α ′ with α ′ ⊂ α. minimal satisfying

assignmentA formula that has a satisfying assignment will be called satisfiable.
Clearly, every satisfiable formula has at least one minimal satisfying
assignment.

3 If ` = vi, then ` = vi.
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Figure 18: Subgame of Γϕ for a formula ϕ = C1∧ · · ·∧Cm with v1, v2 ∈ C1
and v1, vn ∈ C2.

We assume without loss of generality that ϕ does not contain
any trivial clauses, i.e., clauses that contain both a variable v and
its negation v, and that no literal is contained in every clause. The
game Γϕ = (A,B,u) is defined in three steps.

Step 1. Player 1 has actions {a∗,d∗} ∪C, where C = {C1, . . . ,Cm} is
the set of clauses of ϕ. Player 2 has actions B = {b∗} ∪ L, where L is
the set of literals.4 The utility function is given by

• u(a∗,b∗) = (1, 1),

• u(d∗, `) = (1, 1) for all ` ∈ L,

• u(Cj,b∗) = (0, 1) for all j ∈ [m],

• u(Cj, `) = (1, 0) for all j ∈ [m] and ` ∈ L \Cj, and

• u(a,b) = (0, 0) otherwise.

An example of such a game is shown in Figure 18. Observe that
({a∗}, {b∗}) is a weak saddle, and thus no strict superset can be a weak
saddle. Furthermore, row d∗ dominates row Cj with respect to a set
of columns {`1, . . . , `t} ⊆ L if and only if `i ∈ Cj for some i ∈ [t]. In
particular, for a valid assignment α it holds that d∗ W(α) Cj if and
only if α satisfies Cj. Another noteworthy property of this game is
that no weak saddle contains any of the rows Cj, because Cj  b∗  
a∗ for each j ∈ [m].

The basic idea behind this construction is the following. The
game Γϕ will have a weak saddle containing row d∗ if and only if
ϕ is satisfiable. More precisely, we will show that whenever a weak
saddle (S1,S2) contains d∗, the set S2 of saddle columns is a mini-
mal satisfying assignment. Such a saddle will be called an assignmentassignment saddle

4 There shall be no confusion by identifying literals with corresponding actions of
player 2, which will henceforth be called “literal actions” (or “literal columns”).



5.2 a general construction 53

saddle. In order to prove that assignment saddles only exist if ϕ is
satisfiable, we need to ensure that a pair (S1,S2) with d∗ ∈ S1 and
S2 = α cannot be a weak saddle if α does not satisfy ϕ or if α is not
a valid assignment. This is achieved by means of additional actions
(see step 2 below), for which the utilities are defined in such a way
that every “wrong” (i.e., unsatisfying or invalid) assignment yields
a set containing both a∗ and b∗. Obviously, such a set can never be
a weak saddle because it contains the weak saddle ({a∗}, {b∗}) as a
proper subset. In fact, ({a∗}, {b∗}) will be the unique weak saddle in
cases where there is no satisfying assignment.

Step 2. We augment the action sets of both players. Player 1 has one
additional row ` ′ for each literal ` ∈ L.5 Player 2 has one additional
column yi for each variable vi ∈ V . Utilities for profiles involving new
actions are defined as follows (for an overview, refer to Figure 19):

• u(a∗,yi) = (1, 0) for all i ∈ [n],

• u(` ′, `) = (2, 1) for all ` ∈ L,

• u(` ′,yi) = (0, 1) for all i ∈ [n] and ` ′ ∈ {v ′i, v
′
i}, and

• u(a,b) = (0, 0) otherwise.

Observe that, by Fact 5.2 and the discussion following it, `  ` ′,
{v ′i, v

′
i}  yi, and yi  a∗  b∗ for each ` ∈ L and each i ∈ [n].

This means that no assignment saddle can contain both vi as well as
its negation vi.

There only remains one subtlety to be dealt with. In the game de-
fined so far, there are weak saddles containing row d∗, whose exis-
tence is independent of the satisfiability of ϕ, namely ({d∗, ` ′}, {`}) for
each ` ∈ L. We destroy these saddles by using additional rows.

Step 3. We introduce new rows r1, r1, . . . , rn, rn, one for each literal,
with the property that ri  b∗, and that ri and ri can only be weakly
dominated (by vi and vi, respectively) if at least one literal column
other than vi or vi is in the saddle. For this, we define

• u(ri,b∗) = u(ri,b∗) = (0, 1) for all i ∈ [n],

• u(ri, vi) = u(ri, vi) = (2, 0) for all i ∈ [n],

• u(ri, `) = u(ri, `) = (−1, 0) for all ` ∈ {vi mod n+1, vi mod n+1}

and i ∈ [n], and

• u(a,b) = (0, 0) otherwise.

The game Γϕ now has action sets A = {a∗,d∗}∪C∪ L∪ {r1, . . . , rn}
for player 1 and B = {b∗}∪ L∪ {y1, . . . ,yn} for player 2. The size of Γϕ
thus is clearly polynomial in the size of ϕ. A complete example of
such a game is given in Figure 19.

5 Action ` ′ of player 1 and action ` of player 2 refer to the same literal, but we name
them differently to avoid confusion.
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Figure 19: Game Γϕ used in the proof of Proposition 5.3. Utilities equal (0, 0)
unless specified otherwise. Sα = ({d∗} ∪ α,α) is a weak general-
ized saddle point of Γϕ if and only if α satisfies ϕ. For improved
readability, thick lines are used to separate different types of ac-
tions.
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For a valid assignment α, define Sα = ({d∗} ∪ α,α). It should be
clear from the argumentation above that Sα is a weak generalized
saddle point of Γϕ if and only if α satisfies ϕ. In particular, Sα is a
weak saddle if and only if α is a minimal satisfying assignment. To
show that membership of a given action in a weak saddle is NP-hard,
it suffices to show that there are no other weak saddles containing
row d∗. We do so in the following section.

5.3 membership is np-hard

We now show that it is NP-hard to decide whether a given action is
contained in some weak saddle.

Proposition 5.3. InWeakSaddle is NP-hard, even for two-player games.

Proof. We give a reduction from SAT. For a CNF formula ϕ, we show
that the game Γϕ, defined in Section 5.2, has a weak saddle that con-
tains action d∗ if and only if ϕ is satisfiable. The direction from right
to left is straightforward. If α is a minimal satisfying assignment forϕ,
then Sα is a weak saddle that contains d∗.

For the other direction, we will show that all weak saddles contain-
ing d∗ are (essentially) assignment saddles. Let S = (S1,S2) be a weak
saddle of Γϕ such that d∗ ∈ S1. We can assume that S2 ⊆ L. If this
was not the case, i.e., if there was a column c ∈ {b∗,y1, . . . ,yn} with
c ∈ S2, then c a∗  b∗, and ({a∗}, {b∗}) would be a smaller saddle
contained in S, a contradiction. We will now show that

(i) |S2| > 2,

(ii) |{vi, vi}∩ S2| 6 1 for all i ∈ [n], and

(iii) C∩ S1 = ∅.

For (i), suppose that |S2| = 1. Without loss of generality, S2 = {vi}.
Then, both v ′i and ri have to be in S1, as they are maximal with respect
to {vi}. Together with ri  b∗, this however contradicts the fact that
b∗ /∈ S2.

For (ii), suppose that there exists i ∈ [n] with {vi, vi} ⊆ S2. Then at
least one of the rows v ′i or ri and at least one of the rows v ′i or ri is
in the set S1. Since ri  b∗ as well as ri  b∗, and since b∗ /∈ S2,
we deduce that {v ′i, v

′
i} ⊆ S1. On the other hand, {v ′i, v

′
i}  yi, again

contradicting S2 ⊆ L.
For (iii), merely observe that Cj  b∗ for all j ∈ [m].
We now show that d∗ W(S2) Cj for all j ∈ [m]. Consider some j ∈

[m]. From (iii) we know that there exists a row s ∈ S1 with s W(S2) Cj.
We consider two cases. First, assume that |{` ∈ S2 : u1(Cj, `) = 1}| > 2.
It follows from our assumption and from the definition of u1 that d∗

is the only row that can weakly dominate Cj with respect to S2. If,
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on the other hand, |{` ∈ S2 : u1(Cj, `) = 1}| 6 1, d∗ W(S2) Cj follows
immediately from S2 ⊆ L and (i).

Define the assignment α = S2 and note that by (ii), α is valid. The
fact that d∗ W(α) Cj implies that there exists ` ∈ α with u1(Cj, `) = 0,
which means that ` ∈ Cj. Thus α satisfies Cj for all j ∈ [m]. In other
words, ϕ is satisfiable.

5.4 membership is conp-hard

We have just seen that it is NP-hard to decide whether there exists
a weak saddle containing a given action. In order to prove that this
problem is also coNP-hard, we first show the following: given a game
and an action c, it is possible to augment the game with additional
actions such that every weak saddle of the augmented game that con-
tains c contains all actions of this game.

Lemma 5.4. Let Γ = (A,B,u) be a two-player game and c ∈ A ∪ B an
action of Γ . Then there exists a supergame Γc = (A ′,B ′,u ′) of Γ with the
following properties:

(i) If S is a weak saddle of Γc containing c, then S = (A ′,B ′).

(ii) If S is a weak saddle of Γ that does not contain c, then S is a weak
saddle of Γc.

(iii) The size of Γc is polynomial in the size of Γ .

Proof. Let n = |A| and m = |B|. Without loss of generality, we may
assume that all utilities in Γ are positive and that c is a column, i.e.,
u`(a,b) > 0 for all (a,b) ∈ A×B, ` ∈ [2], and c ∈ B. Define

λ = max
a∈A

u1(a, c) + 1 ,

such that λ is greater than the maximum utility to player 1 in col-
umn c. Now, let Γc be a supergame of Γ with n + m − 1 addi-
tional rows and n additional columns, i.e., Γc = (A ′,B ′,u ′), where
A ′ = A ∪ {a ′1, . . . ,a ′n+m−1}, B

′ = B ∪ {b ′1, . . . ,b ′n} and u ′|A×B = u.
Utilities for action profiles not in A×B are shown in Figure 20.

For (i), let S = (S1,S2) be a weak saddle of Γc with c ∈ S2. Using
the second part of Fact 5.2, we get c A ′ \A B ′ \ {c} A. For (ii),
observe that our assumption about the utilities in Γ implies that each
additional action is dominated by each original action as long as c is
not contained in the weak saddle. Finally, (iii) is immediate from the
definition of Γc.
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Figure 20: Construction used in the proof of Lemma 5.4. Utilities for new
action profiles are (0, 0) unless specified otherwise, and λ is cho-
sen so as to maximize u ′1(·, c). Every weak saddle containing col-
umn c equals the set of all actions.

We are now ready to show that InWeakSaddle is coNP-hard.

Proposition 5.5. InWeakSaddle is coNP-hard, even for two-player
games.

Proof. We give a reduction from UNSAT. For a given CNF formula
ϕ, consider the game Γb

∗
ϕ obtained by augmenting the game Γϕ de-

fined in Section 5.2 in such a way that every weak saddle containing
action b∗ in fact contains all actions. We show that Γb

∗
ϕ has a weak

saddle containing b∗ if and only if ϕ is unsatisfiable.
For the direction from left to right, assume that there exists a weak

saddle S with b∗ ∈ S. By Lemma 5.4, S is trivial, i.e., equals the set
of all actions. Furthermore, S must be the unique weak saddle of Γb

∗
ϕ ,

because any other weak saddle would violate minimality of S. In
particular, Sα cannot be a saddle for any assignment α, which by the
discussion in Section 5.2 means that ϕ is unsatisfiable.

For the direction from right to left, assume that ϕ is unsatisfiable.
Similar reasoning as in the proof of Proposition 5.3 shows that every
weak saddle S = (S1,S2) satisfies S2 * L, i.e., S contains at least one
column not corresponding to a literal. However, since b  a∗ for
every column b ∈ B \ L and a∗  b∗, we have that b∗ ∈ S2 for every
weak saddle of Γb

∗
ϕ .
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The proof of Proposition 5.5 implies several other hardness results.

Corollary 5.6. The following hold:

• IsWeakSaddle is coNP-complete.

• InAllWeakSaddles is coNP-complete.

• UniqueWeakSaddle is coNP-hard.

All hardness results hold even for two-player games.

Proof. Let ϕ be a Boolean formula, which without loss of general-
ity we can assume to have either no satisfying assignment or more
than one. (For any Boolean formula, this property can for example be
achieved by adding a clause with two new variables, thereby multi-
plying the number of satisfying assignments by three.)

Recall the definition of the game Γb
∗
ϕ used in the proof of Proposi-

tion 5.5. It is easily verified that the following statements are equiv-
alent: formula ϕ is unsatisfiable, Γb

∗
ϕ has a trivial weak saddle, Γb

∗
ϕ

has a unique weak saddle, and b∗ is contained in all weak saddles
of Γb

∗
ϕ . This provides a reduction from UNSAT to each of the prob-

lems above.
Membership of InAllWeakSaddles in coNP holds because any ex-

ternally stable set that does not contain the action in question serves
as a witness that this action is not contained in every weak saddle.
For membership of IsWeakSaddle, consider a tuple S of actions that
is not a weak saddle. Then either S is not externally stable, or there
exists a proper subset of S that is externally stable. In both cases there
is a witness of polynomial size.

5.5 finding a saddle is np-hard

A particularly interesting consequence of Proposition 5.5 concerns the
existence of a nontrivial weak saddle. As we will see, the hardness of
deciding the latter can be used to obtain a result about the complexity
of the search problem.

Corollary 5.7. NontrivialWeakSaddle is NP-complete. Hardness
holds even for two-player games.

Proof. For membership in NP, observe that proving the existence of
a nontrivial weak saddle is tantamount to finding a proper subset of
the set of all actions that is externally stable. By definition, every such
subset is guaranteed to contain a weak saddle. Obviously, external
stability can be checked in polynomial time.

Hardness is again straightforward from the proof of Proposi-
tion 5.5, since the game Γb

∗
ϕ has a nontrivial weak saddle if and only

if formula ϕ is satisfiable.
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Corollary 5.8. FindWeakSaddle is NP-hard under polynomial-time Tur-
ing reductions, even for two-player games.

Proof. Suppose there exists an algorithm that computes some weak
saddle of a game in time polynomial in the size of the game. Such
an algorithm could obviously be used to solve the NP-hard problem
NontrivialWeakSaddle in polynomial time. Just run the algorithm
once. If it returns a nontrivial saddle, the answer is “yes.” Otherwise
the set of all actions must be the unique weak saddle of the game,
and the answer is “no.”

5.6 membership is Θ
p
2 -hard

Now that we have established that InWeakSaddle is both NP-hard
and coNP-hard, we will raise the lower bound to Θp2 . Wagner pro-
vided a sufficient condition for Θp2 -hardness that turned out to be
very useful (see, e.g., Hemaspaandra et al., 1997).

Lemma 5.9 (Wagner (1987)). Let S be an NP-complete set, and let T be an
arbitrary set. If there exists a polynomial-time computable function f such
that

‖{i : xi ∈ S}‖ is odd ⇐⇒ f(x1, . . . , x2k) ∈ T (6)

for all k > 1 and all strings x1, . . . , x2k satisfying xj−1 ∈ S whenever
xj ∈ S for every j with 1 < j 6 2k, then T is Θp2 -hard.

We now apply Wagner’s Lemma to show Θ
p
2 -hardness of InWeak-

Saddle.

Theorem 5.10. InWeakSaddle is Θp2 -hard, even for two-player games.

Proof. We apply Lemma 5.9 with S = SAT and T = InWeakSaddle.
Fix an arbitrary k > 1 and let ϕ1, . . . ,ϕ2k be 2k Boolean formulas
such that satisfiability of ϕj implies satisfiability of ϕj−1, for each j,
1 < j 6 2k.

We will now define a polynomial-time computable function f

which maps the given 2k Boolean formulas to an instance of
InWeakSaddle such that (6) is satisfied. For odd i ∈ [2k], let Γi =

(Ai,Bi,ui) be the game Γϕi as defined in the proof of Proposition 5.3,
with decision row d∗ renamed as di. Recall that this game has a weak
saddle containing di if and only if ϕi is satisfiable. Analogously, for
even i ∈ [2k], let Γi = (Ai,Bi,ui) be the game Γdiϕi as defined in
the proof of Proposition 5.5, with decision column b∗ renamed as di.
Thus, Γi has a weak saddle containing di if and only if ϕi is unsatisfi-
able. For all i ∈ [2k], we may without loss of generality assume that all
utilities in Γi are positive and strictly smaller than some K ∈ N, and
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that the decision action di of game Γi is a row, i.e., 0 < u`(a,b) < K
for all (a,b) ∈ Ai ×Bi and ` ∈ [2], and di ∈ Ai.6

Now define the game Γ by combining the games Γi, i ∈ [2k], with
one additional row zi and two additional columns c1i and c2i for
each i ∈ [2k], as well as a decision row d∗, i.e., Γ = (A,B,u) where
A =

⋃2k
i=1Ai ∪ {z1, . . . , z2k} ∪ {d∗} and B =

⋃2k
i=1 Bi ∪

⋃2k
i=1{c

1
i , c2i }.

For a ∈ Ai and b ∈ Bj, utilities are defined as u(a,b) = ui(a,b)
if i = j and u(a,b) = (0, 0) otherwise. Furthermore, for b ∈

⋃
Bj,

let u(zi,b) = (0, 1) for all i ∈ [2k] and u(d∗,b) = (0, 1). The defini-
tion of u on profiles containing a new column c`i, i ∈ [2k], ` ∈ [2] is
quite complicated, and we recommend consulting Figure 21 for an
overview. Player 2 has only two distinct utilities for these columns:
for a ∈ A and ` ∈ [2],

u2(a, c`i) =

{
K if a = di

0 otherwise.

Recall that all utilities in the games Γi are smaller than K, such that
the utility for player 2 in the profiles (di, c1i ) and (di, c2i ) is maximal
in Γ .

The utilities for player 1 are defined in order to connect the games
Γ2i−1 and Γ2i, for each i ∈ [k]. We need some notation. For i ∈ [2k],
let i◦ be i+ 1 if i is odd and i− 1 if i is even. Thus, each pair {i, i◦} is
of the form {2j− 1, 2j} for some j. For a ∈

⋃
Aj, define

u1(a, c`i) =


1 if ` = 1 and a ∈ Ai
2 if ` = 1 and a ∈ Ai◦
0 otherwise.

Furthermore, for i, j ∈ [2k], let

u1(zj, c1i ) =

{
1 if j = i

0 otherwise,
and u1(zj, c2i ) =

{
0 if j = i◦

1 otherwise.

Finally, let u1(d∗, c1i ) = 0 and u1(d∗, c2i ) = 1 for all i ∈ [2k].
An example of the game Γ for the case k = 2 is depicted in Fig-

ure 21, where we assume without loss of generality that each di is
the first row of Γi.

The following facts are readily appreciated.

Fact 5.11. If S is a weak saddle of Γi and di /∈ S, then S is a weak saddle
of Γ .

6 Adding a positive number to every utility does not change the dominance relation
between the actions. As the minimum utility in Γi is −1, adding a number greater
than 1 suffices. If di is a column, as in the proof of Proposition 5.5, we can simply
transpose the game by exchanging the two players.
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Figure 21: Game Γ used in the proof of Theorem 5.10. Utilities are (0, 0) un-
less specified otherwise. Γ has a weak saddle containing row d∗

if and only if both Γ1 and Γ2 or both Γ3 and Γ4 have a weak saddle
containing their respective decision row di.

For a weak saddle S = (S1,S2) of Γ and i ∈ [2k], define Si =

(S1 ∩Ai,S2 ∩Bi) as the intersection of S with Γi.

Fact 5.12. If S is a weak saddle of Γ , then Si is either a weak saddle of Γi or
empty.

For Fact 5.11 it suffices to check external stability. For Fact 5.12, ob-
serve that our assumption that u`(a,b) > 0 implies that weak domina-
tion with respect to a subset of Ai ∪Bi can only occur among actions
belonging to Ai ∪ Bi. Therefore, if some action profile in Ai × Bi is
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contained in a weak saddle, all actions of Γi not contained in the sad-
dle must be dominated by some saddle action of the same subgame
Γi.

In order to be able to apply Lemma 5.9, we now prove (6), which
here amounts to showing the following equivalence:

‖{i : ϕi ∈ SAT}‖ is odd ⇔ Γ has a weak saddle S with d∗ ∈ S. (7)

For the direction from left to right, assume that there is an odd num-
ber i such that ϕi is satisfiable and ϕi◦ = ϕi+1 is not. Then, there ex-
ist weak saddles Si and Si

◦
of the games Γi and Γi◦ , respectively, such

that di ∈ Si and di◦ ∈ Si
◦
. Define S = Si ∪ Si◦ ∪ {d∗, z1, . . . , z2k} ∪

{c1i , c2i , c1i◦ , c
2
i◦}. We claim that S is a weak saddle of Γ . The proof con-

sists of two parts.
First, we have to show that S is externally stable, i.e., that all actions

not in the saddle are weakly dominated by saddle actions. To see this,
let a ∈ Aj be a row that is not in S. If j /∈ {i, i◦}, then a is weakly
dominated by every saddle row because it yields utility 0 to player 1
against any saddle column. If, on the other hand, j ∈ {i, i◦}, then a
is weakly dominated by the same row that weakly dominates it in
the subgame Γj. The argument for non-saddle columns b ∈

⋃
j Bj

is analogous. Moreover, every column c`j with j /∈ {i, i◦} is weakly
dominated by the saddle columns c1i , c2i , c1i◦ , and c2i◦ .

Second, we have to show that S is inclusion-minimal, i.e., that no
proper subset of S is a weak saddle of Γ . Let S̃ ⊆ S be a weak saddle.
By Fact 5.12 and the observation that S̃i cannot be empty, we know
that S̃i = Si, as otherwise inclusion-minimality of Si in Γi would
be violated. In particular, di ∈ S̃i, which implies that {c1i , c2i } ⊆ S̃.
The same reasoning for i◦ shows that S̃i

◦
= Si

◦
and {c1i◦ , c

2
i◦} ⊆ S̃.

Now, {c1i , c2i }  zi and {c1i◦ , c
2
i◦}  zi◦ . Furthermore, all rows zj with

j /∈ {i, i◦}, as well as d∗, are in S̃, because they are all maximal and
identical with respect to S. Here, maximality is due to the fact that
they are the only rows that yield a positive utility to player 1 against
both saddle columns c2i and c2i◦ . Thus S̃ = S, meaning that S is indeed
inclusion-minimal.

For the direction from right to left, let S be a weak saddle of Γ with
d∗ ∈ S. From the definition of u2(d∗, ·), we infer that S ∩

⋃
j Bj 6= ∅,

which in turn implies that S ∩
⋃
jAj 6= ∅. We can now deduce that

there is at least one column c`i ∈ S, as otherwise row d∗ would
always yield 0 against all saddle actions and S \ {d∗} would be ex-
ternally stable. Now observe that for any i ∈ [2k], the definition of
u2(·, c`i) implies that every weak saddle of Γ contains either none or
both of the columns c1i and c2i . We thus have {c1i , c2i } ⊆ S. Further-
more, zi ∈ S because {c1i , c2i }  zi. However, zi must not weakly
dominate d∗ with respect to S, because otherwise S \ {d∗} would be
externally stable. This means there has to be a saddle column c ∈ S
with u1(zi, c) < u1(d∗, c). The only column satisfying this property is
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c2i◦ , which means that both c2i◦ and, by the same argument as above,
c1i◦ are contained in S. Now that both c1i and c1i◦ are in S, at least one
row from each of the games Γi and Γi◦ has to be a saddle action, i.e.,
Si 6= ∅ and Si

◦ 6= ∅. By Fact 5.12, we conclude that Si and Si
◦

are weak
saddles of Γi and Γi◦ , respectively.

It remains to be shown that di ∈ Si and di◦ ∈ Si
◦
. If di /∈ Si, then by

Fact 5.11, Si ⊂ Swould be a weak saddle of Γ , contradicting inclusion-
minimality of S. The argument for Si

◦
is analogous. It finally follows

from the construction that ϕi is satisfiable and ϕi◦ is unsatisfiable,7

which completes the proof of (7). By Lemma 5.9, InWeakSaddle is
Θ
p
2 -hard.

We conclude this section by showing that Σp2 is an upper bound for
the membership problem.

Proposition 5.13. InWeakSaddle is in Σp2 .

Proof. Let Γ = (N, (Ai)i∈N, (ui)i∈N) be a game and d∗ ∈
⋃
iAi a

designated action. First observe that we can verify in polynomial
time whether a subset of AN is externally stable. We can guess a
weak saddle S containing d∗ in nondeterministic polynomial time
and verify its minimality by checking that none of its subsets are ex-
ternally stable. This places InWeakSaddle in NPcoNP = NPNP and
thus in Σp2 .

5.7 hardness results for V -sets

In this section, we show that most of our results for weak saddles
also hold for V-sets. It is worth noting, however, that the results for V-
sets do not follow in an obvious way from those for weak saddles, or
vice versa. While the proofs are based on the same general idea, and
again on one core construction, there are some significant technical
differences.

Recall Proposition 3.4 (page 31), which states that D-sets coin-
cide with minimal externally D-stable sets whenever D is monotonic.
Since very weak dominance is monotonic, we can work with the fol-
lowing characterization of V-sets.

Fact 5.14. A tuple S ⊆ AN is a V-set if and only if S is a minimal externally
V-stable set.

As in the case of weak saddles we define, for each Boolean for-
mula ϕ, a two-player game Γϕ that admits certain types of V-sets
if and only if ϕ is satisfiable. Let ϕ = C1 ∧ · · · ∧ Cm be a 3-CNF

7 Here we have assumed without loss of generality that i < i◦, i.e., i is odd and
i◦ = i+ 1 is even.
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formula8 over variables v1, . . . , vn, where Ci = {`i,1, `i,2, `i,3}. Call a
pair {`i,j, `i ′,j ′} of literal occurrences conflicting, and write [`i,j, `i ′,j ′ ], if
i 6= i ′ and `i,j = `i ′,j ′ .

Define the bimatrix game Γϕ = (A,B,u) as follows. The set A of
actions of player 1 comprises the set C = {C1, . . . ,Cm} of clauses of ϕ
as well as one additional action for each conflicting pair [`i,j, `i ′,j ′ ]
of literals.9 The set B of actions of player 2 is the set of all literal
occurrences, i.e., B =

⋃m
j=1{`j,1, `j,2, `j,3}. The utility function is given

by

u(Ci, `p,q) =


(0, 1) if p = i,

(1, 0) if p = i mod m+ 1,

(0, 0) otherwise,

and

u([`i,j, `i ′,j ′ ], `p,q) =


(1, 0) if i = p and j = q,

(1, 0) if i ′ = p and j ′ = q,

(0, 0) otherwise.

An example of a game Γϕ is shown in Figure 22.
Consider a V-set (S1,S2) of Γϕ. We will exploit the following three

properties, which are easy consequences of the definition of Γϕ:

(I) If Ci ∈ S1 for some i ∈ [m], then `i,j ∈ S2 for some j ∈ [3].

(II) If `i,j ∈ S2 for some i ∈ [m] and j ∈ [3], then Ci modm+1 ∈ S1 or
[`i,j, `i ′,j ′ ] ∈ S1 for some i ′ ∈ [m] and j ′ ∈ [3].

(III) For two conflicting literals `i,j and `i ′,j ′ , we have {`i,j, `i ′,j ′}  
[`i,j, `i ′,j ′ ].

The idea underlying the definition of Γϕ is formalized in the fol-
lowing lemma.

Lemma 5.15. Γϕ has a V-set (S1,S2) with S1 = C if and only if ϕ is
satisfiable.

Proof. For the direction from left to right, consider a saddle (S1,S2)
with S1 = C. By (III), S2 does not include any conflicting literals
and thus defines a valid assignment for ϕ. Moreover, (I) ensures that
|{`i,1, `i,2, `i,3}∩ S2| > 1 for each i ∈ [m], which means that this assign-
ment satisfies ϕ.

8 A formula in 3-CNF is a CNF formula where every clause consists of exactly three
literals. The problems SAT and UNSAT remain NP-hard and coNP-hard, respectively,
even for this restricted class of formulas. While the construction works for arbitrary
CNF formulas, we employ 3-CNFs for ease of notation.

9 We identify [`i,j, `i′,j′ ] and [`i′,j′ , `i,j] and thus have only one action per conflicting
pair.
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Figure 22: Game Γϕ for a formula ϕ with C1 = v1∨ v2∨ v3, C2 = v1∨ v2∨
v4, and Cm = v1 ∨ v2 ∨ v4. Utilities are (0, 0) unless specified
otherwise.

For the direction from right to left, let α be a satisfying assignment
of ϕ and f : [m]→ [3] a function such that `i,f(i) ∈ α for all i ∈ [m]. It
is then easily verified that (C,

⋃m
i=1{`i,f(i)}) is a V-set of Γϕ.

In the following we define two bimatrix games Γ ′ϕ and Γ ′′ϕ that
extend Γϕ with new actions in such a way that properties (I), (II),
and (III) still hold. In particular, statements similar to Lemma 5.15

will hold for Γ ′ϕ and Γ ′′ϕ. The game Γ ′ϕ is then used to prove the
NP-hardness of InVset, while Γ ′′ϕ is used in the proofs of all other
hardness results.

The game Γ ′ϕ, shown in Figure 23, is defined by adding a column
d to Γϕ. Utilities for the new action profiles are defined as u(Ci,d) =
(0, 0) for all i ∈ [m], and u([`i,j, `i ′,j ′ ],d) = (1, 1) for each conflicting
pair.

Lemma 5.16. Γ ′ϕ has a V-set (S1,S2) with C1 ∈ S1 if and only if ϕ is
satisfiable.

Proof. By Lemma 5.15, Γϕ has a V-set (S1,S2) with S1 = C if and only
if ϕ is satisfiable. Since u2(Ci,d) = 0 for all i ∈ [m], this property still
holds for Γ ′ϕ.

It remains to be shown that if (S1,S2) is a V-set of Γ ′ϕ with C1 ∈ S1,
then S1 = C. If C1 ∈ S1, properties (I) and (II) imply that Ci ∈ S1
for all i ∈ [m]. On the other hand, observe that [`i,j, `i ′,j ′ ]  d for
every conflicting pair [`i,j, `i ′,j ′ ] and that ({[`i,j, `i ′,j ′ ]}, {d}) is a V-set.
Obviously, this is the only V-set containing [`i,j, `i ′,j ′ ]. Therefore, a
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d

C1
0

0

...
...

Cm
Γϕ

0

0

[`i1,j1 , `i′1,j′1 ]
1

1

...
...

[`ir,jr , `i′r,j′r ]
1

1

Figure 23: Game Γ ′ϕ used in the proof of Lemma 5.16

saddle containing C1 does not contain any row that corresponds to a
conflicting pair.

In order to obtain further hardness results, we define the bima-
trix game Γ ′′ϕ as another supergame of Γϕ. In addition to the proper-
ties (I), (II), and (III), Γ ′′ϕ will have the following new property:

(IV) For every row [`i,j, `i,j ′ ] that corresponds to a conflicting pair, it
is true that [`i,j, `i,j ′ ] a for every action a of Γ ′′ϕ.

Let r denote the number of conflicting pairs of ϕ and rename the
actions of Γϕ = (A,B,u) in such a way that A = {a1, . . . ,am+r} with
Ci = ai for all i ∈ [m] and B = {b1, . . . ,b3m}. To obtain the game
Γ ′′ϕ shown in Figure 24, we augment Γϕ by s additional columns
d1, . . . ,ds and s additional rows e1, . . . , es, where s = max(|A|, |B|)+1.
Utilities for new action profiles are defined as follows:

• u(ei,dj) = (2, 0) if j = i,

• u(ei,dj) = (0, 2) if j = i mod s+ 1,

• u(ei,bj) = (0, 1) if i ∈ {j, j+ 1},

• u(ai,dj) = (1, 0) if j ∈ {i, i+ 1},

• u([`i,j, `i ′,j ′ ],d1) = (0, 1) for all conflicting pairs, and

• u(a,b) = (0, 0) otherwise.

Note that Γ ′′ϕ satisfies properties (I), (II), and (III), since u2(Ci,dj) = 0
for all i ∈ [m] and u1(ei,b) = 0 for all b ∈ B. We can thus prove the
following lemma analogously to Lemma 5.15.

Lemma 5.17. Γ ′′ϕ has a V-set (S1,S2) with S1 = C if and only if ϕ is
satisfiable.
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Figure 24: Game Γ ′′ϕ used in the proof of Theorem 5.19. Utilities are (0, 0)
unless specified otherwise. Row labels have been moved to the
right for improved readability.

In order to prove that Γ ′′ϕ satisfies property (IV), note that
[`i,j, `i ′,j ′ ]  d1 for every conflicting pair [`i,j, `i ′,j ′ ]. Furthermore, we
have di  ei for every i ∈ [s], and ei  di+1 for every i ∈ [s− 1]. It
therefore follows from the transitivity of  that [`i,j, `i ′,j ′ ]  dk and
[`i,j, `i ′,j ′ ]  ek for every [`i,j, `i ′,j ′ ] ∈ A and every k ∈ [s]. Finally, by
construction, {di,di+1} ai for all i ∈ {1, . . . , |A|}, and {ei, ei+1} bi
for all i ∈ {1, . . . , |B|}. Since s > max(|A|, |B|), this implies (IV).

Lemma 5.18. Γ ′′ϕ has a nontrivial V-set if and only if ϕ is satisfiable.

Proof. If ϕ is satisfiable, then by Lemma 5.17 there exists a nontrivial
V-set.

Conversely assume that ϕ is not satisfiable. Then by (IV) there is
no nontrivial saddle (S1,S2) with [`i,j, `i ′,j ′ ] ∈ S1 for a conflicting pair
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[`i,j, `i ′,j ′ ]. By Lemma 5.17, there is no saddle (S1,S2) with S1 = C.
Furthermore, it follows from (I), (II), and (IV) that there cannot be a
saddle (S1,S2) with S1 ⊂ C. It remains to show that a nontrivial V-set
cannot contain any of the new actions ei or dj. As mentioned above,
di  ei and ei  di mod s+1 for all i ∈ [s]. Hence we can conclude—
analogously to the proof of (IV)—that di  a and ei  a for every
action a. Thus, di and ei cannot be part of a nontrivial saddle for any
i ∈ [s].

Computational problems for V-sets are defined analogously to their
counterparts for weak saddles. Combining the four lemmata above,
we get the following.

Theorem 5.19. The following hold:

(i) InVset is NP-hard.

(ii) InVset is coNP-hard.

(iii) IsVset is coNP-complete.

(iv) InAllVsets is coNP-complete.

(v) UniqueVset is coNP-hard.

(vi) NontrivialVset is NP-complete.

(vii) FindVset is NP-hard under Turing reductions.

All hardness results hold even for two-player games.

Proof. Let ϕ be a Boolean formula and let Γ ′ϕ and Γ ′′ϕ be the games
defined above.

(i) NP-hardness of InVset can be shown by a reduction from 3-
SAT. Lemma 5.16 shows that Γ ′ϕ has a V-set containing C1 if
and only if ϕ is satisfiable.

(ii) coNP-hardness of InVset can be shown by a reduction from
3-UNSAT. Consider the game Γ ′′ϕ and assume without loss of
generality that ϕ has at least one pair of conflicting literals. It
follows from property (IV) and Lemma 5.18 that each row that
corresponds to a conflicting pair is contained in a V-set of Γ ′′ϕ,
namely the trivial one, if and only if ϕ is unsatisfiable.

(iii) A minor modification of the coNP algorithm for IsWeakSaddle

shows that IsVset is in coNP. We show coNP-hardness by a
reduction from 3-UNSAT. It follows from Lemma 5.18 that the
set of all actions of Γ ′′ϕ is a V-set if and only if ϕ is unsatisfiable.

(iv) The proof of coNP-membership of InAllVsets is similar to the
proof of coNP-membership of InAllWeakSaddles. Hardness
follows from the same argument as in (ii).
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(v) coNP-hardness of UniqueVset can be shown by a reduction
from 3-UNSAT. Consider the game Γ ′′ϕ and assume without loss
of generality that ϕ has either none or more than one satisfying
assignment. Then, ifϕ is satisfiable, Γ ′′ϕ has multiple V-sets, each
of them corresponding to a particular satisfying assignment. If
on the other hand ϕ is unsatisfiable, Γ ′′ϕ has only the trivial V-
set.

(vi) The proof of NP-membership of NontrivialVset is similar to
the proof of NP-membership of NontrivialWeakSaddle. NP-
hardness of the problem follows from a reduction from 3-SAT.
Lemma 5.18 shows that Γ ′′ϕ has a nontrivial V-set if and only if
ϕ is satisfiable.

(vii) NP-hardness of FindVset can be shown in the same way as that
of FindWeakSaddle.

An argument analogous to that for InWeakSaddle shows that In-
Vset is in Σ

p
2 . On the other hand, Θp2 -hardness of InVset appears

much harder to obtain. In particular, the construction in the proof of
Theorem 5.10 uses pairs of actions c1i and c2i that are identical from
the point of view of player 2, and argues that every weak saddle must
contain either none or both of them. This argument no longer goes
through for V-sets, because c1i and c2i very weakly dominate each
other, and indeed there are V-sets that contain only one of the two ac-
tions. Additional insights will therefore be required to raise the lower
bound for InVset.

5.8 summary

We have shown that weak saddles are computationally intractable
even in bimatrix games. As it turned out, not only finding but also rec-
ognizing weak saddles is computationally hard. Most of the hardness
results were shown to carry over to V-sets. Open problems concern
the complexity of weak saddles and V-sets in matrix games, the gap
between Θp2 and Σp2 for InWeakSaddle, and complete characteriza-
tions of the complexity of the search problem. It would also be worth-
while to investigate whether the hardness results of this chapter can
be generalized to mixed weak saddles (minimal externally W∗-stable
sets) and V∗-sets.





6
C O M P L E X I T Y O F I T E R AT E D D O M I N A N C E

In this final chapter of Part I, we turn to solution concepts that are
defined via the iterated elimination of dominated actions. In par-
ticular, we investigate the computational complexity of iterated W-
dominance (IWD) in two-player constant-sum games. It turns out
that deciding whether an action is eliminable via IWD is feasible
in polynomial time, whereas deciding whether a given subgame is
reachable via IWD is NP-complete. The latter result is quite sur-
prising, as we are not aware of other natural computational prob-
lems that are intractable in constant-sum normal-form games. Fur-
thermore, we slightly improve on a result of Conitzer and Sandholm
(2005) by showing that typical problems associated with IWD in win-
lose games with at most one winner are NP-complete.

This chapter is organized as follows. We first review some clas-
sic results on order-independence (Section 6.1). Then, we focus on
(pure and mixed) weak dominance, for which we introduce some ba-
sic terminology in Section 6.2. We propose the auxiliary concept of
a regionalized game in Section 6.3 and show that this concept may
be used as a convenient tool in the proofs of our hardness results.
In Section 6.4 we deal with the computational complexity of reacha-
bility and eliminability problems in two-player constant-sum games.
Finally, in Section 6.5, we address the same problems for win-lose
games that allow at most one winner.

6.1 order-independence

An important property in the context of iterated dominance is
whether the resulting subgame depends on the order in which dom-
inated actions are eliminated. A dominance structure D is order-
independent if for every game Γ and for any two D-irreducible sub-
games Γ ′ and Γ ′′ of Γ that are obtained by iteratively eliminating
D-dominated actions from Γ , we have Γ ′ = Γ ′′. In other words, D is
order-independent if the solution concept iterated D-dominance (Defi-
nition 2.12) always selects a unique tuple of subsets of actions. Table 5

summarizes order-independence results from the literature.1 See Apt
(2004, 2011) for unified proofs of most of these results.

Order-independence is desirable not only from a normative, but
also from a computational point of view. Indeed, there is a straightfor-

1 Note that these results do not necessarily extend to infinite games (Dufwenberg and
Stegeman, 2002). The fact that CM and CD are order-independent is easily estab-
lished and crucially depends on the assumption that rows and columns correspond-
ing to the same action can only be deleted simultaneously (see Section 2.3.2).
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order-independent

strict dominance (S) X (Gilboa et al., 1990)
weak dominance (W) –
very weak dominance (V) –
Börgers dominance (B) X (Börgers, 1993)
mixed strict dominance (S∗) X (Osborne and Rubinstein, 1994)
mixed weak dominance (W∗) –
mixed very weak dominance (V∗) –
covering (CM) X

deep covering (CD) X

Table 5: Order-independence

ward polynomial-time algorithm that computes the unique solution
for any order-independent dominance structure D: simply delete, in
each iteration, all D-dominated actions, until no more deletions are
possible.2

On the other hand, dominance structures that are order-dependent
give rise to a number of challenging computational problems such
as: given a game, can a specified subgame (or a subgame of a given
size) be reached via iterated elimination of dominated actions? The
remainder of this chapter is devoted to studying the computational
complexity of questions of this kind.

6.2 terminology for iterated weak dominance

We use the simplified notation for bimatrix games that was intro-
duced in Chapter 5 and denote a two-player game by a triple Γ =

(A1,A2,u). In particular, the function u : A1 × A2 → R × R rep-
resents the utility functions of both players by letting u(a1,a2) =

(u1(a1,a2),u2(a1,a2)).
Let Γ = (A1,A2,u) be a two-player game and a,b ∈ A1 two actions

of player 1. Then, a is said to weakly dominate b at c ∈ A2 in Γ if
u1(a, c) > u1(b, c) and for all d ∈ A2, u1(a,d) > u1(b,d). Thus,
a W(A2) b if and only if a weakly dominates b at c for some c ∈ A2.
For a game Γ ′ = (A ′1,A ′2,u) with A ′1 ⊆ A1 and A ′2 ⊆ A2, we say
further that an action c ∈ A2 backs the elimination of b ∈ A1 by a ∈backing

A1 in Γ ′ if a,b, c ∈ A ′1 ∪A ′2 and u1(a, c) > u1(b, c), and blocks theblocking
elimination of b by a in Γ ′ if a,b, c ∈ A ′1 ∪A ′2 and u1(a, c) < u1(b, c).
Dominance, backing, and blocking for actions of player 2 are defined
analogously. Note that an action is dominated by another action of the
same player if some action of the other player backs the elimination

2 The number of iterations is obviously bounded by the number of actions in the
game. Furthermore, we have seen in Sections 4.3 and 4.4 that dominated actions can
be identified efficiently for all dominance structures defined in Section 3.2.
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and none of them block it. As the remainder of this chapter only
concerns (iterated) weak dominance, we will drop the qualification
‘weak’ and by ‘dominance’ understand weak dominance.3

The following notions are based on elimination sequences as de-
fined in Section 2.3.2. Recall that an elimination sequence is a given by
a finite sequence Σ = (Σ1, . . . ,Σn) of pairwise disjoint subsets of ac-
tions in A. If every Σi is a singleton, we say the elimination sequence
(Σ1, . . . ,Σn) is simple. Simple elimination sequences we usually write simple elimination

sequenceas sequences σ = (σ1, . . . ,σn) of actions in A.
An action a is called eliminable by b at c in a game Γ if there exists

a valid elimination sequence Σ such that a is dominated by b at c
in Γ(Σ). Action a is eliminable in Γ if there are actions b and c such eliminable

that a is eliminable by b at c. A subgame Γ ′ of Γ is reachable from Γ reachable

if there exists a valid elimination sequence Σ such that Γ(Σ) = Γ ′.
Furthermore Γ is called solvable if some subgame Γ ′ = (A ′1,A ′2,u ′) solvable

with |A ′1| = |A ′2| = 1 is reachable from Γ .

6.3 regions and regionalized games

An essential building block of our hardness proofs are regionalized regionalized games

games, i.e., games in which the action set Ai of each player i is di-
vided up into regions. Intuitively, the regions prevent eliminations of
actions by actions from other regions. We assume for each player i
that the regions constitute a partition of Ai, i.e., a set of nonempty
and pairwise disjoint subsets of Ai the union of which exhausts Ai.
More formally, a regionalized two-player game is a tuple (Γ ,X1,X2) con-
sisting of a two-player game Γ = (A1,A2,u), a partition X1 of A1, and
a partition X2 of A2. The elements of X1 and X2 are called regions. regions

For regionalized games, the concept of a valid elimination sequence
is modified so as to allow only eliminations of actions that are domi-
nated by other actions in the same region. A valid elimination sequence valid elimination

sequencefor a regionalized game (Γ ,X1,X2) is a sequence Σ = (Σ1, . . . ,Σn)
for Γ such that for each i with 1 6 i 6 n and each a ∈ Σi, there
is some action b and some x ∈ X1 ∪ X2 such that a,b ∈ x and b

dominates a in Γ(Σ1, . . . ,Σi−1).
With a slight abuse of notation we will use (Γ(Σ1, . . . ,Σn),X1,X2)

to refer to the regionalized game (Γ(Σ1, . . . ,Σn),X ′1,X ′2) where X ′1 =

{x \ (Σ1 ∪ · · · ∪ Σn) : x ∈ X1} \ {∅} and X ′2 = {x \ (Σ1 ∪ · · · ∪ Σn) : x ∈
X2} \ {∅}.

We now prove a useful lemma: any regionalized two-player game
can be transformed in polynomial time into a non-regionalized two-
player game with the same valid elimination sequences. It follows
that for reachability and eliminability problems, we can restrict our-
selves to regionalized games, which are often more practical for and

3 The same comment applies to other notions such as elimination sequences and irre-
ducibility.
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afford more insight into the constructions used in our hardness proofs
than games without regions.

Lemma 6.1. For each regionalized game (Γ ,X1,X2) with Γ = (A1,A2,u),
there is a game Γ ′ = (A ′1,A ′2,u ′) computable in polynomial time such that
the valid elimination sequences for Γ ′ and (Γ ,X1,X2) coincide. Moreover,
u ′(a,b) ∈ {(0, 1), (1, 0)} for all (a,b) ∈ (A ′1 ×A ′2) \ (A1 ×A2).

X1

a12 · · · am2

︷ ︸︸ ︷
x12 · · · xk2 y12 y22 y32 y42

a11 · · · · · (0, 1) (1, 0) (0, 1) (1, 0)
... Γ

...
. . .

...
...

...
...

...

a`1 · · · · · (0, 1) (1, 0) (0, 1) (1, 0)

X2


x11 · · · · · (1, 0) · · · (0, 1) (1, 0) (0, 1) (1, 0) (0, 1)
...

...
. . .

...
...

. . .
...

...
...

...
...

xk1 · · · · · (0, 1) · · · (1, 0) (1, 0) (0, 1) (1, 0) (0, 1)

y11 (1, 0) · · · (1, 0) (0, 1) · · · (0, 1) (1, 0) (1, 0) (0, 1) (0, 1)

y21 (0, 1) · · · (0, 1) (1, 0) · · · (1, 0) (1, 0) (1, 0) (0, 1) (0, 1)

y31 (1, 0) · · · (1, 0) (0, 1) · · · (0, 1) (0, 1) (0, 1) (1, 0) (1, 0)

y41 (0, 1) · · · (0, 1) (1, 0) · · · (1, 0) (0, 1) (0, 1) (1, 0) (1, 0)

Figure 25: Game Γ ′ used in the proof of Lemma 6.1

Proof. The game Γ ′ is constructed from Γ by adding actions that im-
pose the same restrictions on the elimination of actions as the regions
did in (Γ ,X1,X2). More auxiliary actions are then added to ensure
that all elimination sequences that are valid for (Γ ,X1,X2) are still
valid for Γ ′ while no new valid elimination sequences are created.

Formally, let Γ ′ = (A ′1,A ′2,u ′) with A ′1 = A1 ∪ X2 ∪ Y1 and A ′2 =

A2 ∪ X1 ∪ Y2, where Y1 = {y11,y21,y31,y41} and Y2 = {y12,y22,y32,y42} are
sets of actions disjoint from A1 ∪ X2 and A2 ∪ X1. Observe that the
regions in (Γ ,X1,X2) correspond to actions of the respective other
player in Γ ′. Further define the utility function u ′ such that u ′(a,b) =
u(a,b) for all (a,b) ∈ A1×A2. For every (a, x) ∈ A1×X1 and (x,b) ∈
X2 ×A2, let

u ′(a, x) =

{
(1, 0) if a ∈ x,

(0, 1) otherwise,
and u ′(x,b) =

{
(0, 1) if b ∈ x,

(1, 0) otherwise.
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Without loss of generality we may assume that |X1| = |X2| = k for
some index k > 0, as we can always introduce copies of actions to the
game. Thus, let X1 = {x12, . . . , xk2} and X2 = {x11, . . . , xk1} and define for
all indices i and j with 1 6 i, j 6 k,

u ′(xi1, xj2) =

{
(1, 0) if i = j,

(0, 1) otherwise.

The payoffs for the remaining action profiles are depicted in Figure 25.
Obviously, Γ ′ can be obtained from (Γ ,X1,X2) in polynomial time.

Before we show that the valid elimination sequences for (Γ ,X1,X2)
and Γ ′ coincide, we note that the utility function u ′ is chosen so as
to ensure that none of the first player’s actions in X2 ∪ Y1 nor any of
the second player’s actions in X1 ∪ Y2 appear in any valid elimination
sequence for Γ ′. To see this, observe that for each action a ∈ X2 ∪ Y1
and each action b ∈ A ′1 there is some action X1 ∪ Y2 that blocks the
elimination of a by b in Γ ′. For instance, x12 blocks the elimination
of y21 by y11. Moreover, for a ∈ A1 and b ∈ X2 ∪ Y1, there is some ac-
tion in X1 ∪ Y2 blocking the elimination of a by b in Γ ′. It follows that
for every valid elimination sequence Σ for Γ ′, if a ∈ A ′1 is dominated
by b1 ∈ A ′1 in Γ ′(Σ), then a,b ∈ A1. By symmetrical arguments, an
analogous statement holds for actions a,b ∈ A ′2.

Now consider a valid elimination sequence Σ = (Σ1, . . . ,Σn) for Γ ′.
Then, Σ1 ∪ · · · ∪ Σn ⊆ A1 ∪ A2. Also consider an arbitrary index i
with 1 6 i 6 n and an arbitrary action a ∈ Σi. Without loss
of generality we may assume that a ∈ A1 and that there are ac-
tions b ∈ A1 and c ∈ A ′2 such that a is dominated by b at c in
Γ ′(Σ1, . . . ,Σi−1). Let x ∈ X1 be the region of (Γ ,X1,X2) with b ∈ x. It
follows that a ∈ x as well, otherwise the elimination of a by b would
be blocked by x in Γ ′(Σ1, . . . ,Σi−1). With this being the case, observe
that u ′1(a, z) = u ′1(b, z) for all z ∈ X1 ∪ Y2, i.e., no z ∈ X1 ∪ Y2 backs
the elimination of a by b. Hence, c ∈ A2 \ (Σ1 ∪ · · · ∪ Σi−1). It fol-
lows that a is dominated by b at c in Γ(Σ1, . . . ,Σi−1) and, because a
and b are in the same region x ∈ X1, a is dominated by b at c in
(Γ(Σ1, . . . ,Σi−1),X1,X2) as well. We may conclude that Σ is also a
valid elimination sequence for (Γ ,X2,X2).

Finally, consider a valid elimination sequence Σ = (Σ1, . . . ,Σn)
for (Γ ,X1,X2), an index i with 1 6 i 6 n, and an action a ∈ Σi.
Without loss of generality we may assume that a ∈ A1. Suppose
that a is dominated by b at c in (Γ(Σ1, . . . ,Σi−1),X1,X2) for some
actions b ∈ A1 and c ∈ A2. Obviously, a is dominated by b at c
in Γ(Σ1, . . . ,Σi−1) as well. Moreover, a and b belong to the same re-
gion x ∈ X1. Accordingly, no action z ∈ X1 ∪Y2 blocks the elimination
of a by b in Γ ′(Σ1, . . . ,Σi−1). It follows that a is dominated by b at c in
Γ ′(Σ1, . . . ,Σi−1) and that Σ is a valid elimination sequence for Γ ′.
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a2 b2

a1 (1, 0) (1, 0)

b1 (0, 1) (1, 0)

c1 (1, 0) (0, 1)

Figure 26: IWD is order dependent

6.4 two-player constant-sum games

We will now show that subgame reachability is NP-complete even
in games that only allow the outcomes (0, 1) and (1, 0). This may be
attributed to the order dependence of IWD. For example, (b1,a2) is
a valid elimination sequence for the game in Figure 26. However, if
one eliminates row c1 first, column a2 is no longer eliminable.

In Section 6.4.2 we will find that for two-player constant-sum
games a weak form of order independence can be salvaged, which al-
lows us to formulate an efficient algorithm for the eliminability prob-
lem. Our first observation is that in the case of two-player constant-
sum games we can restrict our attention to simple elimination se-
quences.

Lemma 6.2. Let Γ = (A1,A2,u) be a two-player constant-sum game and
Σ = (Σ1, . . . ,Σm) a valid elimination sequence. Then, there exists a simple
elimination sequence σ = (σ1, . . . ,σn) with {σ1, . . . ,σn} = Σ1 ∪ · · · ∪Σm
that is valid for Γ .

Proof. Let X be a nonempty subset of A. It suffices to show that va-
lidity of the one-element sequence (X) for Γ implies the existence of
some x ∈ X such that the sequence (X \ {x}, {x}) is valid for Γ as well.

Assume for contradiction that (X) is valid but, for any x ∈ X,
(X \ {x}, {x}) is not valid. Consider an arbitrary x ∈ X and assume
without loss of generality that x ∈ A1. Then, x is dominated by some
x ′ ∈ A1 at some y ∈ A2, i.e., u1(x ′,y) > u1(x,y). Note that the domi-
nance relation is asymmetric and transitive and that X is finite. Hence,
without loss of generality, we may assume that x ′ /∈ X.4 By contrast,
y ∈ X. To see this, observe that (X \ {x}) is valid for Γ . Moreover, as no
action blocks the elimination of x by x ′ in Γ , neither is this the case
for Γ(X \ {x}). If y /∈ X, then y /∈ X \ {x}, and x ′ would dominate x
at y for Γ(X \ {x}). Consequently, (X \ {x}, {x}) would be valid for Γ , a
contradiction.

Now, since y ∈ X, there must be some y ′ ∈ A2 dominating y in Γ .
By asymmetry and transitivity of the dominance relation, we may

4 As X is finite, by asymmetry and transitivity of the dominance relation there is a
maximal sequence x1, . . . , xk of pairwise distinct actions in X, such that x = x1 and
xi+1 dominates xi for each i with 1 6 i < k. By assumption there also has to be
some action x ′ in A that dominates xk. By maximality of x1, . . . , xk, we have x ′ /∈ X.
Finally, by transitivity of the dominance relation, it follows that x ′ also dominates x.



6.4 two-player constant-sum games 77

y y ′

x ′ u1(x
′,y) 6 u1(x

′,y ′)

> 6

x u1(x,y) u1(x,y ′)

Figure 27: Diagram illustrating the proof of Lemma 6.2

assume that y ′ /∈ X. Moreover, there are no actions blocking the elim-
ination of y by y ′ in Γ . Having assumed, however, that (X \ {y}, {y})
is not valid for Γ , it follows that x ′ does not back the elimination
of y by y ′ in Γ , i.e., u2(x ′,y ′) 6 u2(x

′,y). As Γ is a constant-sum
game, u1(x ′,y ′) > u1(x

′,y). Similarly, there is no action blocking
the elimination of x by x ′ in Γ , whereas (X \ {x}, {x}) is not valid
for Γ . Hence, y ′ does not back the elimination of x by x ′ in Γ , i.e.,
u1(x,y ′) > u1(x

′,y ′). This situation is illustrated in Figure 27. It
now follows that u1(x,y ′) > u1(x,y) and, since Γ is a constant-sum
game, u2(x,y ′) < u2(x,y), contradicting the assumption that y ′ dom-
inates y in Γ .

As a corollary of Lemma 6.2 we find that a subgame of a two-
player constant-sum game is reachable if and only if it is reachable
by a simple elimination sequence. Analogous statements also hold
for eliminability and solvability. Lemma 6.2 however does not hold
for general strategic games. In fact, it already fails for games with
outcomes in {(0, 0), (0, 1), (1, 0)}, as Figure 28 illustrates.

y y ′

x (0, 0) (0, 1)

x ′ (1, 0) (0, 0)

Figure 28: Game with weakly dominated actions x and y and a valid elimi-
nation sequence ({x,y}). The simple elimination sequences (x,y)
and (y, x) are not valid.

6.4.1 Reachability

We are now ready to show that subgame reachability in constant-sum
games is computationally intractable.

Theorem 6.3. Given constant-sum games Γ and Γ ′, deciding whether Γ ′

is reachable from Γ is NP-complete, even if Γ only has outcomes (0, 1) and
(1, 0) and Γ ′ is irreducible.
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Proof. For membership in NP consider arbitrary constant-sum
games Γ and Γ ′. Given an elimination sequence σ, it can clearly be de-
cided in polynomial time whether Σ is a valid elimination sequence
for (Γ ,X1,X2) such that Γ(Σ) = Γ ′.

The proof of hardness proceeds by a reduction from 3SAT. By
virtue of Lemma 6.1 it suffices to give a reduction for regionalized
games. Consider an arbitrary 3CNF ϕ = C1 ∧ · · ·∧ Ck, where each
Ci = (λ1i ∨ λ

2
i ∨ λ

3
i ) is a clause and each λji is a literal, for 1 6 i 6 k

and 1 6 j 6 3. Without loss of generality, we may assume that all
clauses inϕ are distinct. Define a regionalized game (Γϕ,X1,X2), with
Γϕ = (A1,A2,u) as follows.

A1 = {p,¬p,p↓ : p a variable in ϕ}

∪ {Ci, (λ1i , i), (λ2i , i), (λ3i , i) : Ci a clause in ϕ}

∪ {e}

A2 = {p,¬p : p a variable in ϕ}∪ {a,b}

X1 = {{p,¬p,p↓} : p a variable in ϕ}

∪ {{Ci, (λ1i , i), (λ2i , i), (λ3i , i)} : Ci a clause in ϕ}

∪ {{e}}

X2 = {{p,¬p : p a variable in ϕ}∪ {a,b}} = {A2}

For each variable p in ϕ, the payoffs in rows p, ¬p and p↓ are
defined as in the following table, where q is a typical variable in ϕ
distinct from p.

p ¬p q ¬q a b

p (1, 0) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1)

¬p (0, 1) (1, 0) (0, 1) (0, 1) (1, 0) (0, 1)

p↓ (1, 0) (1, 0) (0, 1) (0, 1) (0, 1) (0, 1)

Due to the regionalization, row p↓ can be eliminated only by row p

or row ¬p. Column a is the only action backing such an elimination.
Intuitively, removing column p means setting variable p to false, re-
moving column ¬p setting variable p to true, thus choosing an assign-
ment. Row p↓ can thus be eliminated only after one of these columns
has been removed, i.e., after an assignment for p has been chosen.

For each i with 1 6 i 6 k, the payoffs in rows Ci, (λ1i , i), (λ2i , i),
(λ3i , i) depend on the literals occurring in Ci. In the following table,
λ
j
i = ¬p if λji = p, and λji = p if λji = ¬p. We further assume i 6= m.
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λ1i λ1i λ2i λ2i λ3i λ3i λ
j
m λ

j
m a b

(λ1i , i) (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1)

(λ2i , i) (0, 1) (0, 1) (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1)

(λ3i , i) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1)

Ci (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1)

Thus, the only columns backing the elimination of Ci are λ1i , λ2i ,
and λ3i . Also note that column a blocks the elimination of Ci. On
the other hand, as we saw above, column a is essential to the elimina-
tion of the rows p↓. Intuitively, this means that an assignment needs
to be chosen before any of the rows Ci is eliminated.

Finally, we let u(e,y) = (1, 0) if y 6= b, and u(e,b) = (0, 1):

λ11 λ11 · · · λ3k λ3k a b

e (1, 0) (1, 0) · · · (1, 0) (1, 0) (1, 0) (0, 1)

Observe that row e is the only action in its region and as such cannot
be eliminated, and that it backs the elimination of every column by b.

Now define (Γ ′ϕ,X ′1,X ′2) with Γ ′ϕ = (A ′1,A ′2,u ′) such that

A ′1 = {p,¬p : p a variable in ϕ}

∪ {(λ1i , i), (λ2i , i), (λ3i , i) : Ci a clause in ϕ}

∪ {e},
A ′2 = {b},

and the utility function u ′ and the partitions X ′1 and X ′2 are restricted
appropriately to A ′1 and A ′2, i.e., u ′ = u|A ′1×A ′2 , X

′
1 = {x ∩A ′1 : x ∈

X1} \ {∅} and X ′2 = {x∩A ′2 : x ∈ X2} \ {∅}. It is readily appreciated that
no actions can be eliminated in (Γ ′ϕ,X ′1,X ′2), i.e., that (Γ ′ϕ,X ′1,X ′2) is
irreducible.

We now prove that ϕ is satisfiable if and only if (Γ ′ϕ,X ′1,X ′2) is
reachable from (Γϕ,X1,X2).

For the direction from left to right, assume that ϕ is satisfiable
and consider a satisfying assignment v. Start by eliminating, using
column b, each column corresponding to a literal that is set to false
by v. Subsequently, for each variable p, eliminate row p↓ by row p

or row ¬p. This is possible since either column p or column ¬p have
been eliminated in the first step. Next eliminate column a by col-
umn b. Since v is a satisfying assignment, there remains for each
clause Ci = (λ1i ∨ λ

2
i ∨ λ

3
i ) a column λji, which now backs the elimi-
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c d u v w

a (0, 2) (2, 0) (1, 1) (2, 0) (0, 2)

b (1, 1) (2, 0) (0, 2) (2, 0) (0, 2)

x (0, 2) (0, 2) (0, 2) (2, 0) (1, 1)

y (0, 2) (1, 1) (0, 2) (2, 0) (1, 1)

z (0, 2) (2, 0) (2, 0) (1, 1) (1, 1)

Figure 29: Constant-sum game Γ illustrating that an elimination sequence
need not remain valid if an action is eliminated. The elimination
sequence (x, v,y,u,a) is valid for Γ , but the elimination sequence
(d, x, v,y,u,a) is not.

nation of row Ci by row (λji, i). Finally eliminating by column b all
other remaining columns, we reach subgame (Γ ′ϕ,X ′1,X ′2).

For the direction from right to left, assume that (Γ ′ϕ,X ′1,X ′2) is reach-
able from (Γ ,X1,X2). Observe that this specifically requires the elim-
ination of row p↓ for each variable p occurring in ϕ, and recall that
for this to be possible at least one of the columns p and ¬p needs to
be eliminated while column a is still present to back the elimination.
Furthermore, row Ci must be eliminated for each 1 6 i 6 k, which
can only take place by some row (λji, i) and backed by column λji, and
only when column a is no longer present to block the elimination. We
can thus define an assignment v∗ that satisfies exactly those literals λji
corresponding to columns present when column a is eliminated. It is
readily appreciated that v∗ is well-defined and satisfies ϕ.

Solvability is a special case of subgame reachability, and is tractable
for two-player single-winner games, i.e., for constant-sum games
which only allow outcomes (0, 1) and (1, 0) (Brandt et al., 2009b).
Whether solvability is tractable in general constant-sum games re-
mains an open question.

6.4.2 Eliminability

As we have seen, the iterated elimination of weakly dominated ac-
tions may depend on the order in which actions are eliminated. If
an elimination sequence σ = (σ1, . . . ,σn) is valid for a game Γ , it
does not automatically follow that σ remains valid if some domi-
nated action d different from σ1 is removed first. Consider for exam-
ple the game Γ depicted in Figure 29 and the elimination sequence
(x, v,y,u,a), which is valid for this game. Action d, which is itself
dominated by action c, is the only action backing the elimination of x
in Γ . Thus the elimination sequence (x, v,y,u,a) is no longer valid
when d is eliminated first.
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It turns out, however, that by delaying the elimination of x un-
til y has been eliminated one can obtain an elimination sequence,
viz. (v,y, x,u,a), that is valid for Γ(d). We will see presently that
this is just an example of a more general property of elimination se-
quences in two-player constant-sum games: given a valid elimination
sequence σ and a dominated action d, one can carry out the elimina-
tion of d early and still find a valid elimination sequence that elimi-
nates all the actions in σ, provided that one is prepared to postpone
the elimination of some of these actions. This insight will be instru-
mental to the proof of Theorem 6.7, which states that the eliminability
problem for two-player constant-sum games can be solved efficiently.

We need some auxiliary terminology and notation. Fix a game
Γ = (A1,A2,u), and let σ = (σ1, . . . ,σn) be a sequence of actions.
For σ to be a valid elimination sequence, there has to exist, for each
action σi, an action δi of the same player and an action γi of the other
player, both of which have not yet been eliminated, such that δi domi-
nates σi at γi. Let δ = (δ1, . . . , δn) and γ = (γ1, . . . ,γn) be sequences
of actions of Γ . We say that σ is valid for Γ with respect to δ and γ if, for
each i with 1 6 i 6 n, action δi dominates σi at γi in Γ(σ1, . . . ,σi−1).
We call an action σi an obstacle in σ with respect to δ and γ in Γ if δi obstacle

does not dominate σi at γi in Γ(σ1, . . . ,σi−1). Obviously, there are no
obstacles in σ with respect to δ and γ if and only if σ is valid with
respect to δ and γ. An elimination sequence σ = (σ1, . . . ,σn) will be
called weakly valid with respect to an action sequence δ = (δ1, . . . , δn) weakly valid

if, for all i with 1 6 i 6 n, it is the case that δi ∈ A \ {σ1, . . . ,σi−1}
and no action in A \ {σ1, . . . ,σi−1} blocks the elimination of σi by δi
in Γ(σ1, . . . ,σi−1).

We will show that for any constant-sum game Γ every elimination
sequence (σ1, . . . ,σn) that is weakly valid with respect to (δ1, . . . , δn)
can be transformed into a valid elimination sequence, provided that
the last action is not an obstacle, i.e., that there is an action actually
backing the elimination of σn by δn in Γ(σ1, . . . ,σn−1). As a first step,
the following lemma specifies a sufficient condition for the removal
of an action from a weakly valid elimination sequence such that the
sequence remains weakly valid and no new obstacles are created. In-
tuitively, this condition requires that if not eliminated, the action in
question does not block any eliminations appearing later in the se-
quence.

Lemma 6.4. Let Γ = (A1,A2,u) be a two-player game, σ = (σ1, . . . ,σn)
and δ = (δ1, . . . , δn) two action sequences such that σ is weakly valid for Γ
with respect to δ. Let i be an index with 1 6 i 6 n such that σi does
not block the elimination of σj in Γ(σ1, . . . ,σi−1,σi+1, . . . ,σj−1) for any j
with i < j 6 n. Then, (σ1, . . . ,σi−1,σi+1, . . . ,σn) is weakly valid with
respect to (δ1, . . . , δi−1, δi+1, . . . , δn). Moreover, the following holds for
every index k with 1 6 k 6 n and k 6= i, and for every action sequence
γ = (γ1, . . . ,γn): if σk is not an obstacle in σ with respect to δ and γ,
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then σk is not an obstacle in (σ1, . . . ,σi−1,σi+1, . . . ,σn) with respect to
(δ1, . . . , δi−1, δi+1, . . . , δn) and (γ1, . . . ,γi−1,γi+1, . . . ,γn) either.

Proof. Consider an arbitrary indexmwith 1 6 m 6 n andm 6= i. First
consider the case when m < i. Then, since σ is weakly valid with re-
spect to δ, it follows immediately that no action in A \ {σ1, . . . ,σm−1}

blocks the elimination of σm by δm. Now assume that m > i. Then,
δm ∈ A \ {σ1, . . . ,σm−1}, and thus

δm ∈ A \ {σ1, . . . ,σi−1,σi+1, . . . ,σm−1}.

Moreover, since m > i, δm 6= σi. It follows that no action in A \

{σ1, . . . ,σm−1} blocks the elimination of σm by δm in

Γ(σ1, . . . ,σi−1,σi+1, . . . σm−1).

By assumption, σi does not block this elimination either, and we may
conclude that (σ1, . . . ,σi−1,σi+1, . . . ,σn) is weakly valid with respect
to (δ1, . . . , δi−1, δi+1, . . . , δn).

For the second part of the claim, assume that σk is not an ob-
stacle in σ with respect to δ and γ, i.e., δk dominates σk at γk in
Γ(σ1, . . . ,σk−1). Observe that γk ∈ A \ {σ1, . . . ,σk−1}. The case when
k < i is trivial, so assume that k > i. We have already seen that

(σ1, . . . ,σi−1,σi+1, . . . ,σn)

is weakly valid with respect to (δ1, . . . , δi−1, δi+1, . . . , δn). More-
over, A \ {σ1, . . . ,σk−1} ⊆ A \ {σ1, . . . ,σi−1,σi+1, . . . ,σk−1}.
With action γk still available, δk dominates σk at γk in
Γ(σ1, . . . ,σi−1,σi+1, . . . ,σk−1). Thus, σk is not an obstacle.

A corollary of Lemma 6.4 is that a valid elimination sequence re-
mains valid after the removal of an action that blocks no other elimi-
nation if it remains in the game. Moreover, if an obstacle of an elimi-
nation sequence is moved to a position where it blocks no additional
eliminations but where it can itself be eliminated, the number of ob-
stacles in the sequence strictly decreases. As we will see next, this can
be used to transform a weakly valid elimination sequence into a valid
one, given that the last element of the former is not an obstacle.

Lemma 6.5. Let Γ = (A1,A2,u) be a constant-sum game. Let a, b, and c
be distinct actions in A1 ∪A2, and σ = (σ1, . . . ,σn) and δ = (δ1, . . . , δn)
action sequences with σn = a and δn = b. If σ is weakly valid with respect
to δ in Γ and b dominates a at c in Γ(σ1, . . . ,σn−1), then a is eliminable
by b at c in Γ .

Proof. Assume that σ is weakly valid with respect to δ and that b dom-
inates a at c in Γ(σ1, . . . ,σn−1). Let γ = (γ1, . . . ,γn) be an arbitrary
action sequence with γn = c, and assume for contradiction that a
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is not eliminable by b at c in Γ . Note that we may assume without
loss of generality that σ, δ, and γ minimize the number of obstacles
among all triples of action sequences with the above properties. We
will derive a contradiction by showing that there exists a triple with
strictly fewer obstacles.

Clearly, σ cannot be valid for Γ with respect to δ and γ, so there
exists a smallest index i with 1 6 i 6 n such that σi is an obstacle
in σ with respect to δ and γ. By assumption, σn is not an obstacle
with respect to δ and γ, and thus i 6= n. We distinguish two cases.

First assume that there is no index j with i < j 6 n such that σi
blocks the elimination of σj by δj in Γ(σ1, . . . ,σi−1,σi+1, . . . ,σj−1).
Then, by Lemma 6.4, (σ1, . . . ,σi−1,σi+1, . . . ,σn) is weakly
valid with respect to (δ1, . . . , δi−1, δi+1, . . . , δn) and contains
fewer obstacles with respect to (δ1, . . . , δi−1, δi+1, . . . , δn) and
(γ1, . . . ,γi−1,γi+1, . . . ,γn) than σ does with respect to δ and γ.
Moreover, since i 6= n, a is still dominated by b at c in
Γ(σ1, . . . ,σi−1,σi+1, . . . ,σn−1), a contradiction.

For the remainder of the proof we will thus assume that σi blocks
the elimination of σj by δj in Γ(σ1, . . . ,σi−1,σi+1, . . . ,σj−1) for some
index j with i < j 6 n. Without loss of generality we may also as-
sume that j is the smallest such index, and that σi ∈ A1. Accord-
ingly, δj,σj ∈ A2 and u2(σi, δj) < u2(σi,σj). It also holds that
σi,σj ∈ A \ {σ1, . . . ,σi−1,σi+1, . . . ,σj−1}, otherwise σi could not
block the elimination of σj by δj in Γ(σ1, . . . ,σi−1,σi+1, . . . ,σj−1).
As σ is weakly valid with respect to δ, it follows that γi does not
back the elimination of σi by δi in Γ(σ1, . . . ,σi−1). We will see, how-
ever, that there exists an index k with i 6 k < j such that δk domi-
nates σi at σj in Γ(σ1, . . . ,σk), and that by delaying the elimination
of σi until σk has been removed, σi ceases to be an obstacle while no
additional ones are being created.

Define B as the smallest subset of A \ {σ1, . . . ,σi−1} such that
(i) σi ∈ B, and (ii) δk ∈ B whenever σk ∈ B and δk blocks the elimi-
nation of σj by δj in Γ(σ1, . . . ,σk−1). Obviously, B is nonempty and
finite. We may also assume that B = {σi1 , . . . ,σim}, where σi1 = σi
and σik = δik−1 , for all k with 1 6 k 6 m. Further observe that by
weak validity of σ with respect to δ, all actions in B must be elimi-
nated before σj is, i.e., im < j.

Now consider the sequences

(σ ′1, . . . ,σ ′n) = (σ1, . . . ,σi−1,σi+1, . . . ,σim ,σi,σim+1, . . . ,σn),

(δ ′1, . . . , δ ′n) = (δ1, . . . , δi−1, δi+1, . . . , δim , δim , δim+1, . . . , δn),

(γ ′1, . . . ,γ ′n) = (γ1, . . . ,γi−1,γi+1, . . . ,γim ,σj,γim+1, . . . ,γn).

We will show that (σ ′1, . . . ,σ ′n) is weakly valid w.r.t. (δ ′1, . . . , δ ′n)
and, moreover, contains fewer obstacles in Γ with respect
to (δ ′1, . . . , δ ′n) and (γ ′1, . . . ,γ ′n) than σ does with respect to δ and γ.
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δj σj

δim u1(δim , δj) 6 u1(δim ,σj)

> >

δim−1
= σim u1(δim−1

, δj) > u1(δim−1
, δj)

> >
...

...
...

...

> >

δi = δi1 = σi2 u1(δi, δj) > u1(δi,σj)

> >

σi = σi1 u1(σi, δj) > u1(σi,σj)

Figure 30: Diagram illustrating the proof of Lemma 6.6

This yields a contradiction, because b also dominates a at c in
Γ(σ ′1, . . . ,σ ′n−1). To appreciate the latter, simply observe that the
games Γ(σ ′1, . . . ,σ ′n−1) and Γ(σ1, . . . ,σn−1) are identical and, since
im < j 6 n, σ ′n = σn = a, δ ′n = δn = b, and γ ′n = γn = c.

Lemma 6.4 and the assumptions about σi imply that the sequence
(σ1, . . . ,σi−1,σi+1, . . . ,σim) is a weakly valid elimination sequence
with respect to (δ1, . . . , δi−1, δi+1, . . . , δim) in Γ . Moreover, for every
index k with im < k 6 n, Γ(σ1, . . . ,σk−1) and

Γ(σ1, . . . ,σi−1,σi+1, . . . ,σim ,σi,σim+1, . . . ,σk−1)

are the same game, and in this game no elimination of σk
by δk is blocked. To show that (σ ′1, . . . ,σ ′n) is weakly valid with
respect to (δ ′1, . . . , δ ′n) and contains fewer obstacles in Γ w.r.t.
(δ ′1, . . . , δ ′n) and (γ ′1, . . . ,γ ′n) than σ with respect to δ and γ,
it thus suffices to show that σi is dominated by δim at σj in
Γ(σ1, . . . ,σi−1,σi+1, . . . ,σim).

Since Γ is a constant-sum game, u2(σi, δj) < u2(σi,σj) implies that
u1(σi, δj) > u1(σi,σj). Furthermore, by definition of B, u1(δim , δj) >
u1(σim , δj) and u1(σik+1 , δj) > u1(σik , δj) for every k with 1 6 k < m.
Since im is the largest index for which σim ∈ B, it follows that δim
does not block the elimination of σj by δj. Now recall that σ is weakly
valid with respect to δ. Thus, δim ∈ A \ {σ1, . . . ,σi−1,σi+1, . . . ,σim}
and δj ∈ A \ {σ1, . . . ,σi−1,σi+1, . . . ,σj}. This implies u2(δim , δj) >
u2(δim ,σj) and, since Γ is constant-sum, u1(δim , δj) 6 u1(δim ,σj).
The resulting situation is depicted in Figure 30, from which it can
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easily be read off that

u1(σi,σj) < u1(σi, δj) 6 u1(δi, δj) 6 · · · 6 u1(δim , δj) 6 u1(δim ,σj).

In particular, u1(δim ,σj) > u1(σi,σj), i.e., σj backs the elimination
of σi by δim in Γ(σ1, . . . ,σi−1,σi+1, . . . ,σim). Since σ is weakly valid
with respect to δ, none of the actions in A \ {σ1, . . . ,σim} block the
elimination σi by δi in Γ(σ1, . . . ,σi−1). By transitivity of the domi-
nance relation, the same is true for the elimination of σi by δik in
Γ(σ1, . . . ,σi−1,σi+1, . . . ,σik) for any k with 1 6 k 6 im. It follows
that σi is dominated by δim at σj in Γ(σ1, . . . ,σi−1,σi+1, . . . ,σim),
which completes the proof.

We have seen in the beginning of this section that the elimination
of an action can turn a valid elimination sequence into one that is
only weakly valid. Using Lemma 6.5, we will now show that the exis-
tence of an elimination sequence ending with a particular action a is
not affected by such an earlier elimination, given that the eliminated
action is not directly involved in the elimination of a.

Lemma 6.6. Let Γ = (A1,A2,u) be a constant-sum game. Let a, b, and c
be distinct actions in A1 ∪ A2, and σ a valid elimination sequence for Γ
not containing a, b, or c. Then, if a is eliminable by b at c in Γ , a is still
eliminable by b at c in Γ(σ).

Proof. Assume that a is eliminable by b at c in Γ . Then there ex-
ist action sequences σ ′ = (σ ′1, . . . ,σ ′n), δ ′ = (δ ′1, . . . , δ ′n), and γ ′ =

(γ ′1, . . . ,γ ′n) with σ ′n = a, δ ′n = b, and γ ′n = c such that σ ′

is valid with respect to δ ′ and γ ′. Let σ = (σ1, . . . ,σm), and let
δ = (δ1, . . . , δm) and γ = (γ1, . . . ,γm) be action sequences such that
σ is valid with respect to δ and γ. By transitivity of the dominance
relation, we may further assume for each i with 1 6 i 6 m that
σi /∈ {δ ′1, . . . , δ ′n}.5 Since σ ′ is valid with respect to δ ′ and γ ′ and σ is
valid with respect to δ and γ, it follows that (σ1, . . . ,σm,σ ′1, . . . ,σ ′n)
is weakly valid with respect to (δ1, . . . , δm, δ ′1, . . . , δ ′n). Moreover, by
the assumption that a,b, c /∈ {σ1, . . . ,σm}, action a is still dominated
by b at c in Γ(σ1, . . . ,σm,σ ′1, . . . ,σ ′n−1). Lemma 6.5 now gives us the
desired result.

5 To appreciate this, suppose that σi = δ ′j for some j with 1 6 j 6 n, i.e., σi dominates
σ ′j in Γ(σ ′1, . . . ,σ ′j−1). Define for each k with 1 6 k 6 n action δ ′′k as follows:

δ ′′k =


δi if k = 1,
δ ′k−1 if δ ′′k−1 = σk−1,
δ ′′k−1 otherwise.

Now observe that generally δ ′′k ∈ A \ {σ ′1, . . . ,σ ′k−1}. Moreover, by transitivity of the
dominance relation, σ ′j is also dominated by δ ′′j in Γ(σ ′1, . . . ,σ ′j−1) and can act as a
proxy for δi.



86 complexity of iterated dominance

Intuitively, Lemma 6.6 says the following: to eliminate a particular
action a by b backed by c, one can eliminate dominated actions more
or less in an arbitrary way; one just has to be careful not to eliminate
actions b and c. On the basis of this observation, we obtain the main
result of this section.

Theorem 6.7. The problem of deciding whether a given action of a constant-
sum game is eliminable can be solved in polynomial time.

Proof. Let a be the action to be eliminated, and assume without loss
of generality that a ∈ A1. Consider the algorithm that performs the
following steps:

1. Compose a list (b1, c1), . . . , (bk, ck) of all pairs (bi, ci) ∈ A1 ×
A2 such that ci backs the elimination of a by bi.

2. For each i with 1 6 i 6 k, arbitrarily eliminate actions distinct
from bi and ci until no more eliminations are possible. Let σi =
(σi1, . . . ,σimi

) denote the resulting valid elimination sequence.

3. If for some i with 1 6 i 6 k, action a is eliminated in σi, i.e.,
a ∈ {σi1, . . . ,σimi

}, output “yes,” otherwise “no.”

Obviously, this algorithm runs in polynomial time. If action a is not
eliminable, the algorithm cannot find a valid elimination sequence
and will always output “no.” If, on the other hand, a is eliminable
by b at c for some actions b and c, the algorithm will check this at
some point. If it does so, it will make sure not to eliminate actions b
and c. Thus, by Lemma 6.6, awill remain eliminable by b at c as more
and more actions are eliminated. Since the overal number of actions
is finite, a will at some point become dominated by b at c and can
subsequently be eliminated.

6.5 win-lose games

Conitzer and Sandholm (2005) have shown that both subgame reacha-
bility and eliminability are NP-complete in win-lose games, i.e., gameswin-lose games

which only allow outcomes (0, 0), (0, 1), (1, 0), and (1, 1). As both
win-lose and constant-sum games generalize single-winner games, it
is interesting to compare these results with those for constant-sum
games in the previous section. It turns out that the results of Conitzer
and Sandholm even hold for win-lose games with at most one winner, i.e.,win-lose games with

at most one winner for games with outcomes (0, 0), (0, 1), and (1, 0). For subgame reacha-
bility, this follows from Theorem 6.3, which shows NP-completeness
even for games with outcomes in {(0, 1), (1, 0)}. For eliminability, we
modify the construction used in the proof of Theorem 6.3 to provide
a reduction from 3SAT.

Theorem 6.8. Deciding whether a given action of a two-player game with
outcomes in {(0, 0), (0, 1), (1, 0)} is eliminable is NP-complete.
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Proof. Membership in NP is obvious.
Hardness is shown using a reduction from 3SAT. By Lemma 6.1,

it suffices to give a reduction for regionalized games. Consider a
3CNF ϕ, and recall the regionalized game (Γϕ,X1,X2) with Γϕ =

(A1,A2,u) defined in the proof of Theorem 6.3. This game only in-
volved the outcomes (0, 1) and (1, 0). Define a regionalized game
(Γ ′ϕ,X ′1,X ′2) such that A ′1 = A1, A ′2 = A2 ∪ {c,d∗}, X ′1 = X1, and
X ′2 = X2 ∪ {{c,d∗}}. The utility function u ′ extends u, i.e., u ′(a,b) =

u(a,b) for all a ∈ A1 and b ∈ A2. Payoffs for columns c and d∗ are
as follows:6

c d∗

p (0, 0) (0, 0)

¬p (0, 0) (0, 0)

p↓ (0, 0) (0, 1)

c d∗

(λ1i , i) (0, 0) (0, 0)

(λ2i , i) (0, 0) (0, 0)

(λ3i , i) (0, 0) (0, 0)

Ci (0, 0) (0, 1)

c d∗

e (0, 1) (0, 0)

An example of the resulting game is given in Figure 31.
Observe that for all actions x ∈ A ′1, u1(x, c) = u1(x,d∗) = 0. The ad-

ditional actions c and d∗ thus do not back or block any eliminations.
Furthermore, c and d∗ constitute a separate region and can therefore
neither eliminate nor be eliminated by any of the actions in A2. Fi-
nally, column d∗ is dominated by c at e if and only if action p↓ for
each variable p and action Ci for each clause Ci have been eliminated.
By virtue of an argument analogous to the one used in the proof of
Theorem 6.3, we find that action d∗ is eliminable if and only if ϕ is
satisfiable. This completes the proof.

Conitzer and Sandholm (2005) use a reduction from eliminability to
solvability to show intractability of the latter in win-lose games. Their
construction, however, hinges on the presence of the outcome (1, 1).
For the more restricted class of games without (1, 1) as an outcome we
instead reduce directly from 3SAT and exploit the internal structure
of the construction used in the proof of Theorem 6.8.

Theorem 6.9. Deciding whether a two-player game with outcomes (0, 0),
(0, 1), (1, 0) is solvable is NP-complete.

Proof. Membership in NP is straightforward.
Hardness is shown using a reduction from 3SAT. Consider a 3CNF

formula ϕ, and let (Γ ′ϕ,X ′1,X ′2) with Γ ′ϕ = (A ′1,A ′2,u ′) be the region-
alized game with outcomes in {(0, 0), (0, 1), (1, 0)} defined in Theo-
rem 6.8, with additional copies f and g∗ of the actions c and d∗ such

6 By setting u ′1(x, c) = u ′1(x,d∗) = 1 instead, one obtains a construction proving the
intractability of the eliminability problem for games with outcomes in (0, 1), (1, 0)
and (1, 1).
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p ¬p q ¬q r ¬r a b c d∗

p (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 0) (0, 0)

¬p (0, 1) (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 0) (0, 0)

p↓ (1, 0) (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 0) (0, 1)

q (0, 1) (0, 1) (1, 0) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 0) (0, 0)

¬q (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 1) (1, 0) (0, 1) (0, 0) (0, 0)

q↓ (0, 1) (0, 1) (1, 0) (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (0, 0) (0, 1)

r (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (1, 0) (0, 1) (0, 0) (0, 0)

¬r (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (1, 0) (0, 1) (0, 0) (0, 0)

r↓ (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (1, 0) (0, 1) (0, 1) (0, 0) (0, 1)

p (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 0) (0, 0)

q (0, 1) (0, 1) (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 0) (0, 0)

¬r (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 1) (0, 0) (0, 0)

p∨ q∨¬r (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 0) (0, 1)

¬p (0, 1) (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 0) (0, 0)

q (0, 1) (0, 1) (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 0) (0, 0)

r (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 1) (0, 1) (0, 0) (0, 0)

¬p∨ q∨ r (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 0) (0, 1)

¬p (0, 1) (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 0) (0, 0)

¬q (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (0, 0) (0, 0)

¬r (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 1) (0, 0) (0, 0)

¬p∨¬q∨¬r (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 0) (0, 1)

e (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (0, 1) (0, 1) (0, 0)

Figure 31: Construction used in the proof of Theorem 6.8. Example for
the formula (p∨ q∨¬r)∧ (¬p∨ q∨ r)∧ (¬p∨¬q∨¬r).
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a12 · · · am2 c d∗ f g∗ x12 · · · y42 z12 z22 z32

a11 · · · · · · · · · · · · · · (0, 1) (0, 1) (0, 1)
...

...
. . .

...
...

...
...

...
...

. . .
...

...
...

...

an1 · · · · · · · · · · · · · · (0, 1) (0, 1) (0, 1)

e · · · · · (0, 1) (0, 0) (0, 1) (0, 0) · · · · · (0, 1) (0, 1) (0, 1)

x11 · · · · · · · · · · · · · · (0, 1) (0, 1) (0, 1)
...

...
. . .

...
...

...
...

...
...

. . .
...

...
...

...

y41 · · · · · · · · · · · · · · (0, 1) (0, 1) (0, 1)

z11 (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 1) (1, 0) (1, 0)

z21 (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0)

z31 (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 0) (1, 0) (0, 1)

z41 (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 1) (0, 1) (0, 0) (0, 1) (1, 0)

Figure 32: Construction used in the proof of Theorem 6.9

that {f,g∗} constitutes a separate region. Thus, A ′1 and X ′1 are as be-
fore, while for the column player we have

A ′2 = {p,¬p : p a variable in ϕ}∪ {a,b, c,d∗, f,g∗},

X ′2 = {{p,¬p : p a variable in ϕ}∪ {a,b}, {c,d∗}, {f,g∗}},

and u ′(x, f) = u ′(x, c) and u ′(x,g∗) = u ′(x,d∗) for each x ∈ A ′1. By
the same reasoning as in the proof of Theorem 6.8, both d∗ and g∗

are eliminable if and only if ϕ is satisfiable.
Now consider the game Γ ′′ϕ = (A ′′1 ,A ′′2 ,u ′′) without regions corre-

sponding to (Γ ′ϕ,X ′1,X ′2) as defined in the proof of Lemma 6.1, and
define Γ ′′′ϕ = (A ′′′1 ,A ′′′2 ,u ′′′) with A ′′′1 = A ′′1 ∪ {z11, z21, z31, z41} and A ′′′2 =

A ′′2 ∪ {z12, z22, z32}. Let u ′′′(x,y) = u ′′(x,y) for all (x,y) ∈ A ′′1 ×A ′′2 , the
payoffs for the remaining action profiles in A ′′′1 ×A ′′′2 are shown in
Figure 32.

We make the following observations about the game Γ ′′′ϕ .

1. As long as columns d∗ and g∗ are not eliminated, the actions
in {z11, z21, z31, z41}∪ {z12, z22, z32} do not dominate and are not domi-
nated by any action in the game.

2. Actions z21 and z31 back the elimination of d∗ by c, and z41 backs
the elimination of g∗ by f. However, since action e also backs
the same eliminations, and since action e itself is not eliminable
in Γ ′′ϕ, this does not make any additional eliminations possible
as long as d∗ and g∗ have not been eliminated.
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We now claim that Γ ′′′ϕ can be solved, with (z11, z12) as the remaining
action profile, if and only if ϕ is satisfiable.

For the direction from left to right, assume that ϕ is unsatisfiable.
Then, using the same arguments as in the proof of Theorem 6.8 ac-
tions d∗ and g∗ cannot be eliminated. Hence, by 1, the game Γ ′′′ϕ is
not solvable.

For the direction from right to left, assume that ϕ is satisfiable.
Again by the same arguments as in the proof of Theorem 6.8, columns
d∗ and g∗ can be eliminated. Then, rows z21, z31 and z41 can be
eliminated by row z11, followed by the elimination of columns a12
through y42 and z32 by column z12. Finally, row z11 can eliminate all
other remaining rows, and the elimination of column z22 solves the
game.

6.6 related work

Marx and Swinkels (1997) identify a condition under which all ir-
reducible subgames that are reachable via iterated weak dominance
are equivalent in terms of the payoff profiles that can be obtained,
i.e., differ only by the addition or removal of identical actions and the
renaming of actions. Since the condition is satisfied by constant-sum
games, we can decide in polynomial time which payoff profiles of a
constant sum game can still be obtained after the iterated removal of
weakly dominated actions, by simply eliminating dominated actions
arbitrarily.

This, however, does not imply any of our results, because it does
not discriminate between actions that yield identical payoffs for some
reachable subgame. In fact, Theorem 6.3 tells us that reachability of
a given subgame is NP-hard to decide even in constant-sum games.
The conceptual difference between our work and that of Marx and
Swinkels is thus tightly linked to the question whether one is inter-
ested in action profiles or payoff profiles as “solutions” of a game. It may
be argued that the computational gap between both concepts is of
particular interest in this context.

6.7 summary

We have investigated the computational complexity of iterated weak
dominance in two-player constant-sum games. In particular, we have
shown that eliminability of an action can be decided in polyno-
mial time, whereas deciding reachability of a given subgame is NP-
complete. We have further shown the NP-completeness of typical
problems associated with iterated dominance in win-lose games with
at most one winner. Table 6 provides an overview of our results, and
related results obtained earlier. In win-lose games an action is dom-
inated by a mixed strategy if and only if it is dominated by a pure
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strategy (Conitzer and Sandholm, 2005). All of our results apart from
Theorem 6.7 thus immediately extend to iterated W∗-dominance.

Subgame reachability Eliminability Solvability

{(0, 1), (1, 0)} NP-complete a in P b in P d

Constant-Sum NP-complete a in P b ?

{(0, 0), (0, 1), (1, 0)} NP-complete a NP-complete c NP-complete e

Win-Lose NP-complete f NP-complete f NP-complete f

General NP-complete g NP-complete g NP-complete g

a Theorem 6.3
b Theorem 6.7
c Theorem 6.8
d Brandt et al. (2009b)
e Theorem 6.9
f Conitzer and Sandholm (2005)
g Gilboa et al. (1993)

Table 6: Computational complexity of IWD in two-player games
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7
P R E F E R E N C E A G G R E G AT I O N

In this chapter, we introduce a general framework of preference aggre-
gation and define most of the social choice functions that will be con-
sidered throughout the second part of this thesis. For more detailed
accounts, we refer to the textbooks by Moulin (1988a, Chapters 9–11),
Austen-Smith and Banks (2000), and Gaertner (2006). Furthermore,
the excellent survey by Plott (1976) and Chapter 1 of Taylor’s (2005)
book are highly recommended.

7.1 preferences

According to Riker (1986, p. xi), social choice theory is “the descrip-
tion and analysis of the way that the preferences of individual mem-
bers of a group are amalgamated into a decision of a group as a
whole.” Functions that map individual preferences to group decisions
are called social choice functions, and we will see several examples in
Section 7.2. As a natural first step, however, we need to deal with the
question how individual preferences can be represented.

In the following, we use the term voter to refer to a an individual voter

agent that has preferences over a finite set A of alternatives. The set A alternatives

can be thought of as a collection of mutually exclusive outcomes, from
which elements are to be chosen in accordance with the preferences of
the voters. The usual assumption in social choice theory, and indeed
the one we follow here, is that preferences of voter i are given by
a preference relation, i.e., a complete binary relation Ri ⊆ A×A. The preference relation

interpretation of (a,b) ∈ Ri, denoted by a Ri b, is that voter i values
alternative a at least as much as alternative b.1 Completeness means completeness

that a voter is able to compare any pair of alternatives: for all a,b ∈ A,
either a Ri b or b Ri b or both. In the latter case, the voter is said to
be indifferent between a and b.

Apart from completeness, two further restrictions are often im-
posed on preference relations. Transitivity requires that for all a,b, c ∈ transitivity

A, if a Ri b and b Ri c then a Ri c. Antisymmetry requires that for all antisymmetry
distinct a and b in A, a Ri b implies not b Ri a, i.e., (b,a) /∈ Ri. While
transitivity of preferences is a standard assumption in economic the-

1 Modeling preferences as binary relations precludes the expression of preference in-
tensities as well as interpersonal welfare comparisons. These issues are the subject of
a long and ongoing debate in economic theory. We refer to Elster and Roemer (1991)
and Binmore (2009) for general treatments, and to Plott (1976, pp. 539–543) for illu-
minating remarks in the context of social choice theory. For (im)possibility results
when preference intensities and/or interpersonal welfare comparisons are possible,
see Schwartz (1970) and Roberts (1980).
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ory,2 antisymmetry is a technical condition that often facilitates def-
initions and proofs. Since we mainly deal with social choice func-
tions that are based on pairwise comparisons, transitivity is usually
not required. On the other hand, we often impose antisymmetry for
the sake of exposition. We use the term strict preferences to refer tostrict preferences

antisymmetric (but not necessarily transitive) preference relations. If
preference relations are both antisymmetric and transitive, we speak
of linear preferences. At the beginning of each of the following chap-linear preferences

ters, we will specify which—if any—restrictions on preferences need
to be imposed for the results in the respective chapter to hold.

We let N = {1, . . . ,n} denote the set of voters. A preference profilepreference profile

R = (R1, . . . ,Rn) is an n-tuple containing a preference relation Ri for
every voter i ∈ N. If preferences are linear, a preference profile can
conveniently be represented by a table whose ith column corresponds
to the preferences of voter i. The profile in Figure 33 will be the run-
ning example of this chapter.

R1 R2 R3 R4 R5

e b b e d

d c c a c

a e e b a

b a a d b

c d d c e

Figure 33: A preference profile R = (R1,R2,R3,R4,R5) with n = 5 voters.
The set of alternatives is given by A = {a,b, c,d, e}. Columns cor-
respond to preferences of voters. For instance, the first voter has
linear preferences e R1 d R1 a R1 b R1 c.

A preference profile completely describes the preferences of the
voters, and serves as the input of a social choice function. In the next
section we classify social choice functions with respect to the amount
of information they require. The reason is that, more often than not,
a social choice function uses only part of the information that is en-
coded in a preference profile. For instance, knowing each voter’s most
preferred candidate is sufficient to determine the plurality winner. Forplurality

most of the social choice functions considered in this thesis, differ-
ent notions of pairwise comparisons are instrumental. Let us introducepairwise

comparisons some important notation.
For a given preference profile R = (R1, . . . ,Rn) and two distinct

alternatives a,b ∈ A, define

nR(a,b) = |{i ∈ N : a Ri b}| and mR(a,b) = nR(a,b)−nR(b,a).

The majority relation RM ⊆ A×A is then defined bymajority relation

a RM b if and only if mR(a,b) > 0.

2 For instance, see Mas-Colell et al. (1995, Definition 1.B.1).
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Figure 34: The majority graph (left) and the weighted tournament (right) for
the preference profile R specified in Figure 33

Let PM denote the strict part of RM, i.e., PM = {(a,b) : mR(a,b) > 0}.
A Condorcet winner is an alternative a that is preferred to any other Condorcet winner

alternative in A by a strict majority of voters, i.e., a PM b for all
alternatives b ∈ A \ {a}.

We frequently employ concepts from graph theory to conveniently
represent pairwise comparisons between alternatives. A tournament is tournament

a complete and asymmetric directed graph. By a weighted tournament weighted
tournamentwe here understand a pair (V ,w) where V is a finite set and w :

V × V →N is a weight function such that for all a,b ∈ V with a 6= b
we have w(a,b) +w(b,a) = n for some n ∈N.

The majority graph G(R) of a preference profile R is the asymmetric majority graph

directed graph G(R) = (A,PM) on A whose edges are induced by the
strict majority relation. Whenever there are no majority ties (as, for ex-
ample, in the case of an odd number of voters with strict preferences),
G(R) is complete and therefore a tournament. Likewise, a weighted
tournament (A,w) can be used to represent weighted pairwise com-
parisons within A by letting w(a,b) = nR(a,b). The weighted tour-
nament representation works for any number of voters, but requires
strict preferences: otherwise, nR(a,b) and nR(b,a) might not add up
to the same number for all pairs a,b ∈ A. Figure 34 presents the ma-
jority graph and the weighted tournament for the example preference
profile given above.

A couple of further notations will be used in the following chapters,
and we introduce them here. A ranking of a finite set X is a transitive ranking

relation L ⊆ X × X such that for each pair of distinct alternatives
x,y ∈ X either x L y or x L y.3 L (X) denotes the set of all rankings
of X. The top element of a ranking L ∈ L (X), denoted by top(L), is the top element

unique element x ∈ X such that x L y for all y ∈ X \ {x}.

3 For example, the strict part of a linear preference relation is a ranking of the set A of
alternatives.
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For a preference relation Ri, we let R←i denote the preference re-
lation where all preferences are reversed, i.e., a R←i b if and only if
b Ri a.

Furthermore, the distance δ(Ri,R ′i) between two preference rela-distance

tions Ri and R ′i is defined as the number of (unordered) pairs of alter-
natives on which they disagree. If preferences are strict, δ(Ri,R ′i) =

|Ri \ R
′
i| = |R ′i \ Ri|. The distance between two preference profiles R

and R ′ is defined as δ(R,R ′) =
∑n
i=1 δ(Ri,R

′
i).

7.2 social choice functions

A social choice function maps a preference profile to a set of socially
preferred alternatives.

Definition 7.1. A social choice function (SCF) is a function f that maps
a preference profile R to a nonempty subset of alternatives f(R) ⊆ A.

This definition implicitly assumes that the set A of alternatives is
fixed. Since this constitutes a departure from the classic social choice
literature, let us relate our definition to the standard one. In the clas-
sic setting, there is a (possibly infinite) universe U of alternatives over
which voters entertain preferences, and the input of an SCF consists
of a preference profile (defined on U) and a finite subset A ⊆ U, usu-
ally called the feasible set or agenda. Most of the SCFs we consider inagenda

this thesis have been formulated in that more general setting. There
are two reasons why we use the simplified definition with a fixed
agenda.4 First, we do not study any consistency conditions that re-
late choices from different agendas. Second, all SCFs in this thesis—
if formulated in the more general setting—satisfy a condition that
Fishburn (1973, p. 6) refers to as independence of infeasible alternatives
and that resembles Arrow’s IIA condition for social welfare functions.IIA

The condition requires that the choice from a feasible set A ⊆ U only
depends on preferences of voters among alternatives in A. For the
purposes of this thesis, it does therefore not make a difference which
setting we adopt, and we use the simpler one. In the context of tour-
nament solutions, however, we do consider properties that relate dif-
ferent agendas. Consequently, tournament solutions are defined for a
variable agenda in Chapter 10.

We go on to classify SCFs according to the amount of information
that is required in order to determine the choice set.

7.2.1 C1 Functions

An SCF is called Condorcet-consistent if it uniquely selects the
Condorcet winner whenever it exists. Fishburn (1977) classified

4 Some authors like Taylor (2005) and Moulin (2003) use the term voting rule to refer
to SCFs with a fixed agenda.
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Condorcet-consistent SCFs with respect to their informational re-
quirements. We adopt Fishburn’s terminology, but generalize the Fishburn’s

classificationclassification to also include SCFs that are not Condorcet-consistent.
Three classes will be considered: C1, C2, and C3. The first class con-
sists of all SCFs that can be evaluated by only looking at the majority
relation.

Definition 7.2. An SCF f is a C1 function if f(R) = f(R ′) for all preference
profiles R and R ′ such that RM = R ′M.

We will now introduce a number of well-known C1 functions.
Throughout this thesis, we will denote SCFs with capital letter abbre-
viations. In the margin, we will specify the output of the respective choice sets for the

running exampleSCF for the preference profile R specified in Figure 33.

trivial rule (triv) The function TRIV returns the set A of all TRIV(R) =

{a,b, c,d, e}alternatives.

copeland (co) The Copeland score of an alternative a is defined CO(R) = {b}

as the number of alternatives that a beats in pairwise majority
comparisons, i.e., sCO(a) = |{b ∈ A : a PM b}|. The function CO
returns the alternatives with the highest Copeland score.5

condorcet rule (cond) The function COND returns the Con- COND(R) =

{a,b, c,d, e}dorcet winner if it exists, and the set A of all alternatives other-
wise.

Let R∗M denote the transitive closure of the majority relation, i.e.,
a R∗M b if and only if there exists k ∈ N and a1, . . . ,ak ∈ A with
a1 = a and ak = b such that ai RM ai+1 for all i < k.

top cycle (tc) The top cycle rule TC returns the maximal elements TC(R) =
{a,b, c,d, e}of R∗M, i.e., TC(R) = {a ∈ A | a R∗M b for all b ∈ A}.6

The following two SCFs are defined via a subrelation of the major-
ity relation, the covering relation. Let B ⊆ A and a,b ∈ B. We say that covering

a covers b in B if the following three conditions are satisfied:

(i) a PM b,

(ii) b PM c implies a PM c for all c ∈ B \ {a,b}, and

(iii) c PM a implies c PM b for all c ∈ B \ {a,b}.

uncovered set (uc) The function UC returns the set of all uncov- UC(R) = {a,b, c, e}

ered alternatives, i.e., the set of alternatives a such that there
exists no alternative b that covers a in A.

5 The Copeland score of an alternative a is sometimes defined as the difference be-
tween |{b ∈ A : a PM b}| and |{b ∈ A : b PM a}|. Whenever there are no majority ties,
both definitions yield identical choice sets.

6 The top cycle rule is also known as weak closure maximality, GETCHA, or the Smith
set (Good, 1971; Smith, 1973; Schwartz, 1986).
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minimal covering set (mc) A subset C ⊆ A is called a coveringMC(R) = {a,b, c}

set if for all alternatives b ∈ A \C, there exists a ∈ C such that
a covers b in C ∪ {b}. Dutta (1988) and Dutta and Laslier (1999)
have shown that there always exists a unique minimal covering
set. The function MC returns exactly this set.

Interestingly, one can also use game-theoretic concepts to construct
tournament solutions. Define the majority game ΓR of a preference pro-majority game

file R as the matrix game in which the set of actions for both players
is given by A and payoffs are defined as follows. If the first player
chooses a and the second player chooses b, the payoff for the first
player is 1 if a PM b, −1 if b PM a, and 0 otherwise. Figure 35 shows
the majority game for our running example. Recall that the essential
set (page 24) contains all actions that are played with positive proba-
bility in some Nash equilibrium of the game.

bipartisan set (bp) The function BP returns ES1(ΓR) (LaffondBP(R) = {a,b, c}

et al., 1993b; Dutta and Laslier, 1999).

a b c d e

a 0 1 −1 1 −1

b −1 0 1 1 1

c 1 −1 0 −1 1

d −1 −1 1 0 −1

e 1 −1 −1 1 0

Figure 35: Majority game ΓR for the preference profile R specified in Fig-
ure 33

It is well-known that most of the SCFs defined above can be ordered
with respect to set-inclusion (see, e.g., Laslier, 1997). For two SCFs f
and f ′, write f ⊆ f ′ if f(R) ⊆ f ′(R) for all preference profiles R.

Fact 7.3. BP ⊆MC ⊆ UC ⊆ TC ⊆ COND ⊆ TRIV.

7.2.2 C2 Functions

In order to evaluate C2 functions, it is sufficient to consider the
weighted tournament corresponding to a preference profile.

Definition 7.4. An SCF f is a C2 function if f is not a C1 function and
f(R) = f(R ′) for all preference profiles R and R ′ such that nR(a,b) =

nR ′(a,b) for all a,b ∈ A.

Examples of common C2 functions include the Pareto rule, max-
imin, and Borda’s rule. In order for the Pareto rule to always return a
nonempty choice set, transitive preferences are required.
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pareto rule (par) An alternative a is Pareto-dominated if there ex- PAR(R) =
{a,b, c,d, e}ists an alternative b such that nR(a,b) = 0 and nR(b,a) > 0.

The function PAR returns all alternatives that are not Pareto-
dominated.

maximin (mm) The maximin score of an alternative a is given by its MM(R) = {b, e}

worst pairwise comparison, i.e., sMM(a) = minb∈A\{a} nR(a,b).
The function maximin, also known as Simpson’s method and de-
noted by MM, returns the set of all alternatives with the highest
maximin score.

We go on to define Borda’s rule, which is typically defined for lin-
ear preferences: each alternative receives |A|− 1 points for each time
it is ranked first, |A| − 2 points for each time it is ranked second,
and so forth; the alternatives with the highest total number of points
are chosen. We generalize Borda’s rule to (possibly intransitive) strict
preferences, and formulate it in terms of nR(·, ·) instead of ranks.

borda’s rule (bo) The Borda score of an alternative a is defined BO(R) = {b, e}

as sBO(a) =
∑
b∈A\{a} nR(a,b). The function BO returns the

alternatives with the highest Borda score.

A subclass of C2 functions that will play an important role in Chap-
ter 11 is defined by pairwise SCFs (see, e.g., Young, 1974; Zwicker,
1991).

Definition 7.5. An SCF f is pairwise if f(R) = f(R ′) for all preference
profiles R and R ′ such that mR(a,b) = mR ′(a,b) for all a,b ∈ A.

In particular, pairwise SCFs satisfy f(R) = f((R1, . . . ,Rn,Rn+1,R←n+1))
for any preference profile R = (R1, . . . ,Rn) and any preference rela-
tion Rn+1. Whereas MM and BO are pairwise, PAR is not. In Chap-
ter 8, we focus on a pairwise C2 function known as ranked pairs.

7.2.3 C3 Functions

All remaining SCFs are C3 functions.

Definition 7.6. An SCF is a C3 function if it is neither a C1 function nor
a C2 function.

Most C3 functions explicitly use ranking information, and are only
well-defined for linear preferences. The omninomination rule is one
example.

omninomination rule (omni) The function OMNI returns all OMNI(R) =
{b,d, e}alternatives that are ranked first by at least one voter.

Two further C3 functions are Young’s rule and Dodgson’s rule, and we
will study different variants of them in Chapter 8.
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7.2.4 Tournament Solutions

Chapters 9 and 10 deal with tournament solutions, so let us clarify
their relation to SCFs. An (unweighted) tournament solution S asso-tournament solution

ciates with each tournament T = (V ,E) a subset S(T) ⊆ V of vertices.
Therefore, each C1 function corresponds to a tournament solution.
On the other hand, every tournament solution induces a C1 function
whenever there are no majority ties. In fact, many C1 functions were
first suggested as tournament solutions and have only later been gen-
eralized to incomplete tournaments in order to make them applicable
to general majority graphs (see, e.g., Dutta and Laslier, 1999; Peris
and Subiza, 1999). For some tournament solutions, however, no sat-
isfactory generalization to incomplete tournaments is known. Exam-
ples from the latter category are the tournament equilibrium set (TEQ),
to be defined in Chapter 10, and the Banks set (BA). In order to define
the Banks set, consider a tournament (A,E) and note that a transitive
subtournament (B,E) with B ⊆ A corresponds to a ranking of B.

banks set (ba) The function BA returns the top elements of allBA(G(R)) =

{a,b, c, e} inclusion-maximal transitive subtournaments (Banks, 1985).

A weighted tournament solution associates with each weighted tour-
nament a subset of its vertices. As a consequence, there is a one-to-
one correspondence between weighted tournament solution and C2

functions whenever all voters have strict preferences.
We sometimes use the term ‘tournament solution’ to refer to both

weighted and unweighted tournament solutions (see Chapter 9). In
Chapter 10, however, we are exclusively concerned with unweighted
tournament solutions. Like SCFs, tournament solutions can be de-
fined for a fixed or a variable agenda. While the former variant is suf-
ficient for Chapter 9, the latter variant will be used in Chapter 10.

7.2.5 Relations to Dominance-Based Solution Concepts

The bipartisan set (BP) is explicitly defined in game-theoretic terms.
Further connections to solution concepts from the first part of this
thesis can be established by applying dominance-based solution con-
cepts to the majority game ΓR. These connections can be seen as alter-
native justifications for some of the C1 function defined above.

Assume that the preference profile R has no majority ties. Under
this assumption, the majority graph is a tournament and the majority
game ΓR is a tournament game as defined on page 19. It was shown
in Chapter 3 that D-sets are unique in tournament games for all dom-
inance structures considered in this thesis.

Fact 7.7. Let R be preference profile without majority ties.

(i) The S-set of ΓR is (COND(R), COND(R)).
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(ii) The S∗-set and the B-set of ΓR are equal to (TC(R), TC(R)).

(iii) IfD ∈ {CM,CD,V ,V∗,W,W∗}, theD-set of ΓR is (MC(R), MC(R)).

7.3 properties of social choice functions

In order to evaluate and compare different SCFs, a variety of desirable
properties have been proposed (see Richelson, 1977, for an early sur-
vey). Various impossibility results like Arrow’s (1951) and Gibbard
(1973) and Satterthwaite’s (1975) state that there exists no SCF that
simultaneously satisfies a small number of natural properties. As a
consequence, every SCF fails to satisfy some of these properties and
compromises have to be made when choosing an SCF. The application
at hand may suggest which properties are dispensable and which are
not. In this section, we review a few basic properties of SCFs. More
properties will be defined and studied in the following chapters.

Neutrality and anonymity are basic fairness criteria which require, fairness criteria

loosely speaking, that all alternatives and all voters are treated
equally. In order to formally define these properties, let R =

(R1, . . . ,Rn) be a preference profile and π : A → A a permutation
of A. For i ∈ N, define π(Ri) as the preference relation given by
a π(Ri) b if and only if π(a) Ri π(b). An SCF is neutral if permuting
alternatives in all individual preference relations also permutes the
set of chosen alternatives in the exact same way.

Definition 7.8. An SCF f is neutral if f((π(R1), . . . ,π(Rn))) = π(f(R))

for all preference profiles R and permutations π of A.

An SCF is anonymous if the set of chosen alternatives does not
change when the voters are permuted.

Definition 7.9. An SCF f is anonymous if f(R) = f((Rπ(1), . . . ,Rπ(n)))
for all preference profiles R and permutations π of N.

By definition, all C1 and C2 functions are neutral and anonymous.
On the other hand, C3 functions that fail neutrality or anonymity are
easily constructed.

Another criterion we will be interested in is the computational effort computational
complexityrequired to evaluate an SCF. Computational tractability of the win-

ner determination problem is obviously a significant property of any
SCF: the inability to efficiently compute winners would render the
method virtually useless, at least for large preference profiles that do
not exhibit additional structure. The winner determination problem
is usually formulated as a decision problem: given an SCF f, a pref-
erence profile R and an alternative a, does it hold that a ∈ f(R)? In
Chapter 8, we study the winner determination problem for ranked
pairs, Dodgson’s rule, and Young’s rule.
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7.4 summary

We have introduced concepts and terminology related to preference
aggregation mechanisms. Table 7 summarizes some notation for later
reference.

A finite set of alternatives

N = {1, . . . ,n} set of voters

Ri ⊆ A×A complete preference relation of voter i

R = (R1, . . . ,Rn) preference profile

nR(a,b) number of voters preferring a over b

mR(a,b) majority margin between a and b

RM majority relation

G(R) = (A,PM) majority graph

ΓR majority game

sCO(a) Copeland score of a

sBO(a) Borda score of a

sMM(a) maximin score of a

Table 7: Notation for preference aggregation
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C O M P L E X I T Y O F W I N N E R D E T E R M I N AT I O N

The complexity of the winner determination problem has been stud-
ied for almost all common SCFs. A notable exception, possibly caused
by some confusion regarding its exact definition, is the method of
ranked pairs. We show in Section 8.1 that computing ranked pairs
winners is NP-complete. We then focus on two C3 functions that are
based on similar ideas: Young’s rule and Dodgson’s rule. Coinciden-
tally, the resemblance of these two SCFs extends to the state of their
winner determination problems. Both problems have been claimed to
be Θp2 -complete (see Rothe et al., 2003, for Young’s rule and Hemas-
paandra et al., 1997, for Dodgson’s rule); however, the alleged proofs
are not fully satisfactory. For Young’s rule, Rothe et al. (2003) used
a variant of the rule that is not equivalent to Young’s original def-
inition. In Section 8.2, we show how their proof can be adapted to
the original version of Young’s rule. For Dodgson’s rule, the proof of
Hemaspaandra et al. (1997) is not entirely correct. In Section 8.3, we
point out an error in the construction and show how the hardness
proof can be repaired. We furthermore show that the corrected proof
can be extended to cover a variant of Dodgson’s rule.

8.1 ranked pairs

In this section, we study the computational complexity of the ranked
pairs method (Tideman, 1987). To the best of our knowledge, this ques-
tion has not been considered before, which is particularly surprising
given the extensive literature that is concerned with computational
aspects of ranked pairs.1 A possible reason for this gap might be the
confusion of two variants of the method, only one of which satisfies
neutrality. In Section 8.1.1, we address this confusion and describe
both variants. After introducing some notation in Section 8.1.2, we
show in Section 8.1.3 that deciding whether a given alternative is a
ranked pairs winner is NP-complete for the neutral variant. By con-
trast, it can be checked efficiently whether a given ranking is a ranked
pairs ranking. Finally, Section 8.1.4 discusses variants of the ranked
pairs method that are not anonymous.

1 Typical problems include the hardness of manipulation (Betzler et al., 2009; Xia et al.,
2009; Parkes and Xia, 2012) and the complexity of computing possible and necessary
winners (Xia and Conitzer, 2011; Obraztsova and Elkind, 2011).
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8.1.1 Two Variants of the Ranked Pairs Method

In this section we address the difference between two variants of
the ranked pairs method that are commonly studied in the litera-
ture. Both variants are anonymous, i.e., treat all voters equally. Non-
anonymous variants of the ranked pairs method have been suggested
by Tideman (1987) and Zavist and Tideman (1989), and will be dis-
cussed in Section 8.1.4.

The easiest way to describe the ranked pairs method is to formu-
late it as a procedure. The procedure first defines a priority ordering
over the set of all (ordered) pairs (a,b) of alternatives by giving pri-
ority to pairs (a,b) with a larger majority margin mR(a,b). Then, it
constructs a ranking of the alternatives by starting with the empty
ranking and iteratively considering pairs in order of priority. When a
pair (a,b) is considered, the ranking is extended by fixing that a pre-
cedes b—unless fixing this pairwise comparison would create a cycle
together with the previously fixed pairs, in which case the pair (a,b)
is discarded. This procedure is guaranteed to terminate with a com-
plete ranking of all alternatives, the top element of which is declared
the winner.

What is missing from the above description is a tie-breaking rule for
cases where two or more pairwise comparisons have the same sup-
port from the voters. This turns out to be a rather intricate issue. In
principle, it is possible to employ an arbitrary tie-breaking rule. How-
ever, each fixed tie-breaking rule biases the method in favor of some
alternative and thereby destroys neutrality.2 In order to avoid this
problem, Tideman (1987) originally defined the ranked pairs method
to return the set of all those alternatives that result from the above
procedure for some tie-breaking rule.3 We will henceforth denote this
variant by RP.

In a subsequent paper, Zavist and Tideman (1989) showed that a tie-
breaking rule is in fact necessary in order to achieve the property of
independence of clones, which was the main motivation for introducing
the ranked pairs method. While Zavist and Tideman (1989) proposed
a way to define a tie-breaking rule based on the preferences of a dis-
tinguished voter (see Section 8.1.4 for details), the variant that is most
commonly studied in the literature considers the tie-breaking rule to
be exogenously given and fixed for all profiles. This variant of ranked
pairs will be denoted by RPτ, where τ is a tie-breaking rule. Whereas
RP is an irresolute SCF, RPτ is a resolute one. It is straightforward
to see that RP is neutral, i.e., treats all alternatives equally, and that
RPτ is not. An easy example for the latter statement is the case of two
alternatives and two voters who each prefer a different alternative.

2 Neutrality can be maintained if the tie-breaking rule varies with the individual pref-
erences (see Section 8.1.4).

3 This definition, sometimes called parallel universes tie-breaking (PUT), can also be used
to “neutralize” other SCFs that involve tie-breaking (Conitzer et al., 2009).
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From a computational perspective, RPτ is easy: constructing the
ranking for a given tie-breaking rule takes time polynomial in the
size of the input (see Proposition 8.4). For RP, however, the picture
is different: as the number of tie-breaking rules is exponential, ex-
ecuting the iterative procedure for every single tie-breaking rule is
infeasible. Of course, this does not preclude the existence of a clever
algorithm that efficiently computes the set of all alternatives that are
the top element of some chosen ranking. Our main result states that
such an algorithm does not exist unless P equals NP.4

8.1.2 Formal Definitions

The resolute variant of the ranked pairs method takes as input a
preference profile R and a tie-breaking rule τ ∈ L (A × A). A rank- tie-breaking rule

ing �Rτ of A×A is constructed by ordering all pairs in accordance
with mR(·, ·), using τ to break ties: (a,b) �Rτ (c,d) if and only if
mR(a,b) > mR(c,d) or (mR(a,b) = mR(c,d) and (a,b) τ (c,d)).

The relation LRτ on A is constructed by starting with the empty
relation and iteratively considering the pair ranked highest by �Rτ
among all pairs that have not been considered so far. The pair is then
added to the relation LRτ unless this addition would create an LRτ -cycle
with the pairs that have been added before.5 After all pairs in A×A
have been considered, LRτ is a ranking of A. The resolute variant of
ranked pairs returns the top element of LRτ .

Definition 8.1. RPτ(R) = {top(LRτ )}.

The outcome of RPτ depends on the choice of τ, and RPτ is not
neutral. An irresolute and neutral variant can be defined by choosing
all alternatives that are at the top of LRτ for some tie-breaking rule τ.
This corresponds to Tideman’s (1987) original variant RP.

Definition 8.2. RP(R) = {top(LRτ ) : τ ∈ L (A×A)}

The alternatives in RP(R) are called ranked pairs winners for R, and the ranked pairs winner

rankings in {LRτ : τ ∈ L (A×A)} are called ranked pairs rankings for R. ranked pairs ranking
We will work with an alternative characterization of ranked pairs

rankings that was introduced by Zavist and Tideman (1989). Given a
preference profile R, a ranking L of A, and two alternatives a and b,
we say that a attains b through L if there exists a sequence of distinct
alternatives a1,a2, . . . ,at, where t > 2, such that a1 = a, at = b,
ai L ai+1, and mR(ai,ai+1) > mR(b,a) for all i with 1 6 i < t. In
this case, we will say that a attains b via (a1,a2, . . . ,at). A ranking
L is called a stack if for any pair of alternatives a and b it holds that stack

4 A similar discrepancy can be observed for the Banks set (see page 102). Whereas
Woeginger (2003) has proven that computing Banks winners is NP-complete, Hudry
(2004) has shown that an arbitrary Banks winner can be found efficiently.

5 A P-cycle of a relation P ⊆ A×A is a set of pairs {(a1,a2), (a2,a3), . . . , (a`−1,a`)}
with a` = a1 and ai P ai+1 for all i with 1 6 i < `. Pairs of the form (a,a) are
considered cycles of length 1, and are therefore never added to LRτ .
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a L b implies that a attains b through L.

Lemma 8.3 (Zavist and Tideman, 1989). A ranking of A is a ranked pairs
ranking if and only if it is a stack.

It follows that an alternative is a ranked pairs winner if and only if
it is the top element of a stack.

8.1.3 Complexity of Ranked Pairs Winners

We are now ready to study the computational complexity of RP. We
first observe that finding and checking ranked pairs rankings is easy.
This also provides an efficient way to find some ranked pairs winner.
The problem of deciding whether a particular alternative is a ranked
pairs winner, however, turns out to be NP-complete. The hardness re-
sult can be adapted to a variant of the winner determination problem
that asks for unique winners.

It can easily be seen that an arbitrary ranked pairs ranking can be
found efficiently.

Proposition 8.4. Finding a ranked pairs ranking is in P.

Proof. We fix some arbitrary tie-breaking rule τ and compute LRτ ,
which, by definition, is a ranked pairs ranking. When constructing LRτ ,
in each round we have to check whether the addition of a pair (a,b)
to the relation LRτ creates a cycle. This can efficiently be done, for
example, by invoking Tarjan’s (1972) algorithm for finding strongly
connected components: a binary relation is acyclic if and only if there
are no nontrivial strongly connected components.

Deciding whether a given ranking is a ranked pairs ranking is also
feasible in polynomial time, by checking whether the given ranking
is a stack.

Proposition 8.5. Deciding whether a given ranking is a ranked pairs rank-
ing is in P.

Proof. By Lemma 8.3, it suffices to check whether the given ranking
L is a stack. This reduces to checking, for every pair (a,b) with a L b,
whether a attains b through L. Let a and b with a L b be given, and
define w = mR(b,a). We construct a directed graph with vertex set A
as follows. For all x,y ∈ A, there is an edge from x to y if and only if
x L y and mR(x,y) > w. It is easily verified that a attains b through L
if and only if there exists a path from a to b in this graph. The latter
property can be checked with a simple breadth-first search.

It is worth noting that Proposition 8.5 can also be shown di-
rectly, without referring to stacks. For a given ranking L, define a
tie-breaking rule τL such that (a,b) τL (c,d) for all (a,b) ∈ L and
(c,d) /∈ L. It can be shown that L is a ranked pairs ranking if and only
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if L = LRτL . The advantage of this alternative proof is that for each
“yes” instance it constructs a witnessing tie-breaking rule.

As every ranked pairs ranking yields a ranked pairs winner, Propo-
sition 8.4 immediately implies that an arbitrary element of RP(R) can
be found efficiently.

Proposition 8.6. Finding a ranked pairs winner is in P.

Deciding whether a given alternative is a ranked pairs winner, on
the other hand, turns out to be NP-complete.

Theorem 8.7. Deciding whether a given alternative is a ranked pairs win-
ner is NP-complete.

Membership in NP follows from Proposition 8.5. For hardness, we
give a reduction from SAT. For a Boolean formula ϕ = C1 ∧ · · ·∧Ck
over a set V = {v1, . . . , vm} of variables, we will construct a prefer-
ence profile Rϕ over a set Aϕ of alternatives such that a particular
alternative d ∈ Aϕ is a ranked pairs winner for Rϕ if and only if ϕ is
satisfiable.

Let us first define the set Aϕ of alternatives. For each variable vi ∈
V , 1 6 i 6 m, there are four alternatives vi, v̄i, v ′i, and v̄ ′i. For each
clause Cj, 1 6 j 6 k, there is one alternative yj. Finally, there is one
alternative d for which we want to decide membership in RP(Rϕ).

Instead of constructing Rϕ explicitly, we will specify a number
m(a,b) for each pair (a,b) ∈ Aϕ × Aϕ. Debord (1987) has shown Debord’s theorem

that there exists a preference profile R such that mR(a,b) = m(a,b)
for all a,b, as long as m(a,b) = −m(b,a) for all a,b and all the num-
bers m(a,b) have the same parity.6 In order to conveniently define
m(·, ·), the following notation will be useful: for a natural number w,
a �w b denotes setting m(a,b) = w and m(b,a) = −w. a �w b

For each variable vi ∈ V , 1 6 i 6 m, let vi �4 v̄ ′i �2 v̄i �4 v ′i �2 vi.
For each clause Cj, 1 6 j 6 k, let vi �2 yj if variable vi ∈ V appears
in clause Cj as a positive literal, and v̄i �2 yj if variable vi appears
in clause cj as a negative literal. Finally let yj �2 d for 1 6 j 6 k and
d �2 v ′i and d �2 v̄ ′i for 1 6 i 6 m. For all pairs (a,b) for which
m(a,b) has not been specified so far, let m(a,b) = m(b,a) = 0. An
example is shown in Figure 36.

As m(a,b) ∈ {−4,−2, 0, 2, 4} for all a,b ∈ Aϕ, Debord’s theorem
guarantees the existence of a preference profile Rϕ with mRϕ(a,b) =
m(a,b) for all a,b ∈ Aϕ, and such a profile can in fact be constructed
efficiently.

The following two lemmata show that alternative d is a ranked
pairs winner for Rϕ if and only if the formula ϕ is satisfiable.

Lemma 8.8. If d ∈ RP(Rϕ), then ϕ is satisfiable.

6 See also Le Breton (2005).
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d

v1

v ′1

v̄1

v̄ ′1

v̄2

v ′2

v2

v̄ ′2

y1 y2 y3

Figure 36: Graphical representation of mRϕ(·, ·) for the Boolean formula
ϕ = {v1, v̄2} ∧ {v1, v2} ∧ {v̄1, v2}. The relation �2 is represented
by arrows, and �4 is represented by double-shafted arrows. For
all pairs (a,b) that are not connected by an arrow, we have
mRϕ(a,b) = mRϕ(b,a) = 0.

Proof. Assume that d is a ranked pairs winner for Rϕ and let L be a
stack with top(L) = d. Consider an arbitrary j with 1 6 j 6 k. As L is
a stack and d L yj, d attains yj through L, i.e., there exists a sequence
Pj = (a1,a2, . . . ,at) with a1 = d and at = yj such that ai L ai+1
and m(ai,ai+1) > 2 for all i with 1 6 i < t. If d attains yj via several
sequences, fix one of them arbitrarily.

The definition of m(·, ·) implies that

Pj = (d, ` ′, `, ` ′, `,yj) or

Pj = (d, ` ′, `,yj),

where ` is some literal. The former is in fact not possible because ` ′

does not attain ` through L. Therefore, each Pj is of the form Pj =

(d, ` ′, `,yj) for some ` ∈ X.
Now define assignment α as the set of all literals that are contained

in one of the sequences Pj, 1 6 j 6 k, i.e., α = X∩ (
⋃k
j=1 Pj). We claim

that α is a satisfying assignment for ϕ.
In order to show that α is valid, suppose there exists a literal ` ∈ X

such that both ` and ` are contained in α. This implies that there exist
i and j such that d attains yi via Pi = (d, ` ′, `,yi) and d attains yj
via Pi = (d, ` ′, `,yj). In particular, ` ′ L ` and `

′
L `. As L is transi-

tive and asymmetric, it follows that either ` ′ L ` or ` ′ L `. However,
neither does ` ′ attain ` through L, nor does ` ′ attain ` through L, a
contradiction.
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In order to see that α satisfies ϕ, consider an arbitrary clause Cj.
As d attains yj via Pj = (d, ` ′, `,yj) and m(yj,d) = 2, we have that
m(`,yj) > 2. By definition of m(·, ·), this implies that ` ∈ Cj.

Lemma 8.9. If ϕ is satisfiable, then d ∈ RP(Rϕ).

Proof. Assume that ϕ is satisfiable and let α be a satisfying assign-
ment. Let Vi = {vi, v̄i, v ′i, v̄

′
i}, 1 6 i 6 m, and Y = {y1,y2, . . . ,yk}. We

define a ranking L of Aϕ as follows, using B L C as shorthand for
b L c for all b ∈ B and c ∈ C.

• For all 1 6 i 6 m, let d L Vi and Vi L Y.

• For all 1 6 i < j 6 m, let Vi L Vj.

• For the definition of L within Vi, we distinguish two cases. If
vi ∈ α, i.e., if vi is set to “true” under α, let vi L v ′i L vi L v

′
i. If,

on the other hand, vi /∈ α, let vi L v ′i L vi L v
′
i.

• Within Y, define L arbitrarily.

We now prove that L is a stack. For each pair (a,b) with a L b,
we need to verify that a attains b through L. If m(b,a) 6 0, it is
easily seen that a attains b through L. We can therefore assume that
m(b,a) > 0. By definition of L andm(·, ·), a particular such pair (a,b)
satisfies either

a = d and b ∈ Y, or

a,b ∈ Vi for some i with 1 6 i 6 m.

First consider a pair of the former type, i.e., (a,b) = (d,yj) for
some j with 1 6 j 6 k. As α satisfies Cj, there exists ` ∈ Cj with
` ∈ α. Consider the sequence Pj = (d, ` ′, `,yj). As m(yj,d) = 2 and
d �2 ` ′ �2 ` �2 yj, d attains yj via Pj.

Now consider a pair of the latter type, i.e., a,b ∈ Vi for some i with
1 6 i 6 m. Assume that vi ∈ α and, therefore, vi L v ′i L vi L v

′
i. The

only nontrivial case is the pair (vi, v ′i) with vi L v ′i and m(v ′i, vi) = 2.
But vi attains v ′i via (vi, v ′i, vi, v

′
i) because vi �4 v ′i �2 vi �4 v ′i. The

case vi /∈ α is analogous.
We have shown that L is a stack. Lemma 8.3 now implies that d ∈

RP(Rϕ), which completes the proof.

Combining Lemma 8.8 and Lemma 8.9, and observing that both
Aϕ and Rϕ can be constructed efficiently, completes the proof of The-
orem 8.7.

An interesting variant of the winner determination problem con-
cerns the question whether a given alternative is the unique winner
for a given preference profile. Despite its similarity to the original
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winner determination problem, this problem is sometimes consider-
ably easier.7 For RP, the picture is different: verifying unique winners
is not feasible in polynomial time, unless P equals coNP.

Theorem 8.10. Deciding whether a given alternative is the unique ranked
pairs winner is coNP-complete.

Proof. Membership in coNP follows from the observation that for ev-
ery “no” instance there is a stack whose top element is different from
the alternative in question.

For hardness, we modify the construction from the proof of Theo-
rem 8.7 to obtain a reduction from the problem UNSAT, which asks
whether a given Boolean formula is not satisfiable. For a Boolean for-
mula ϕ, define A ′ϕ = Aϕ ∪ {d∗}, where d∗ is a new alternative and
Aϕ is defined as in the proof of Theorem 8.7. R ′ϕ is defined such that
d �2 d∗ and d∗ �4 a for all a ∈ Aϕ \ {d}. Within Aϕ, R ′ϕ coincides
with Rϕ. We show that RP(R ′ϕ) = {d∗} if and only if ϕ is unsatisfiable.

For the direction from left to right, assume for contradiction that
RP(R ′ϕ) = {d∗} and ϕ is satisfiable. Consider a satisfying assignment
α and let L be the ranking of Aϕ defined in the proof of Lemma 8.9.
Define the ranking L ′ of A ′ϕ by L ′ = L ∪ {(d,d∗)} ∪ {(d∗,a) : a ∈
Aϕ \ {d}}. That is, L ′ extends L by inserting the new alternative d∗ in
the second position. As in the proof of Lemma 8.9, it can be shown
that L ′ is a stack. It follows that top(L ′) = d ∈ RP(R ′ϕ), contradicting
the assumption that RP(R ′ϕ) = {d∗}.

For the direction from right to left, assume for contradiction that ϕ
is unsatisfiable and RP(R ′ϕ) 6= {d∗}. Then there exists a tie-breaking
rule τ such that top(LR

′
ϕ
τ ) = a 6= d∗. From the definition of R ′ϕ it

follows that a = d, as d∗ �4 b for all b ∈ Aϕ \ {d} and there are no
�4-cycles. By the same argument as in the proof of Lemma 8.8, it can
be shown that ϕ is satisfiable, contradicting our assumption.

8.1.4 Non-Anonymous Variants

As mentioned in Section 8.1.1, Tideman (1987) and Zavist and Tide-
man (1989) suggested ways to use the preferences of a distinguished
voter, say, a chairperson, to render the ranked pairs method resolute.
There are essentially two ways to achieve this, which differ in the
point in time when ties are broken.

The a priori variant uses the preferences of the chairperson in or-a priori

der to construct a tie-breaking rule τ ∈ L (A × A), which is then
used to compute RPτ. The a posteriori variant first computes RP(·)a posteriori

and then chooses the alternative from this set that is most preferred

7 The Banks set constitutes an example: although deciding membership is NP-
complete in general, it can be checked in polynomial time whether an alternative
is the unique Banks winner. The reason for the latter is that an alternative is the
unique Banks winner if and only if it is a Condorcet winner.
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by the chairperson. Both variants are neutral: if the alternatives are
permuted in each ranking, including the ranking of the chairperson,
the tie-breaking rule and thus the chosen alternative will change ac-
cordingly.

Whereas the a priori variant is a special case of RPτ and there-
fore efficiently computable, the a posteriori variant is intractable by
the results in Section 8.1.3. It follows that neutrality and tractabil-
ity can be reconciled at the expense of anonymity. By moving to
non-deterministic SCFs, one can even regain anonymity: choosing the
chairperson for the a priori variant uniformly at random results in
a procedure that is neutral, anonymous, and tractable, for appropri-
ate generalizations of anonymity and neutrality to the case of non-
deterministic SCFs. The winner determination problem for the a pos-
teriori variant remains intractable when the chairperson is chosen ran-
domly.

8.2 young’s rule

Young’s rule and Dodgsons’s rule are based on the same general idea.
Whenever there is a Condorcet winner, this alternative should be cho-
sen. If there is no Condorcet winner, choose those alternatives that are
“closest” to being a Condorcet winner. The rules differ in the measure
of closeness. For Dodgson’s rule, distance is measured in the number
of switches that have to be preformed in voter’s preferences in order to
turn a specified alternative into a Condorcet winner (see Section 8.3
for details). Young’s rule, on the other hand, selects those alternatives
that can be made Condorcet winners by deleting as few voters as pos-
sible.

Furthermore, there is a subtle disparity in the notion of Condorcet
winner that is employed. Dodgson’s rule uses the standard notion and
defines a Condorcet winner as an alternative that is preferred to any
other alternative by a strict majority of voters (see page 97). To avoid
confusion, we will use the term strong Condorcet winner when refer- strong Condorcet

winnerring to such alternatives in the remainder of this chapter. By contrast,
Young’s rule is defined via the concept of a weak Condorcet winner, i.e., weak Condorcet

winneran alternative that is preferred to any other alternative by a (not nec-
essarily strict) majority of voters. The example in Figure 37 clarifies
the distinction. Clearly, the two notions coincide whenever there are
no majority ties.

Rothe, Spakowski, and Vogel (2003)—abbreviated RSV hereafter— RSV

showed that computing Young winners is Θp2 -complete. However,
they did not use the original version of Young’s rule, but the vari-
ant that is defined via strong Condorcet winners. We show that their
proof can be adapted to the original version. Throughout this section,
we assume linear preferences.
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R1 R2

a b

b a

c c
c a

b

Figure 37: A preference profile R and its corresponding majority graph G(R).
R has two weak Condorcet winners (a and b), but no strong Con-
dorcet winner.

8.2.1 Two Variants of Young’s Rule

To ease comparison, we employ the notation of RSV and let an election
be defined as a pair (C,V) where C is a finite set of alternatives and
V is a preference profile, formally modeled as a multiset of rankings
in L (C).

Definition 8.11. The Young score YoungScore(C, c,V) of an alternative
c ∈ C in an election (C,V) is defined as the size of a largest submultiset
V ′ ⊆ V such that c is a weak Condorcet winner in (C,V ′). The SCF Young
selects those alternatives with the highest Young score.

Since every candidate is a weak Condorcet winner when V ′ equals
the empty set, the Young score of a candidate is lower-bounded by
zero. RSV considered a variant of Young’s rule that is defined via
strong Condorcet winners. We call the resulting SCF strongYoung.

Definition 8.12. The strong Young score of an alternative c ∈ C in an
election (C,V) is defined as the size of a largest submultiset V ′ ⊆ V such
that c is a strong Condorcet winner in (C,V ′), and 0 if no such submultiset
exists. The SCF strongYoung selects those alternatives with the highest
strong Young score.

Figure 38 presents a preference profile for which the choice sets of
the two variants differ.

8.2.2 Complexity of Young Winners

RSV showed that the winner determination problem for strongYoung
is Θp2 -complete. In particular, Θp2 -hardness was shown via a reduc-
tion from the Θp2 -complete problem Maximum Set Packing Compare
( MSPC, for short):MSPC

Given two sets B1 and B2, and two collections of sets S1
and S2, where each S ∈ Si is a nonempty, finite subset of
Bi, is it the case that κ(S1) > κ(S2)?

Here, κ(Si) denotes the maximum number of pairwise disjoint sets in
Si. The proofs of Theorems 2.3 and 2.5 of RSV show how to construct,
from a given MSPC instance I = (B1,B2, S1, S2), an election (D,W)
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R1 R2

a c

b b

c a

Figure 38: A profile R with Young(R) = {a,b, c} and strongYoung(R) = {a, c}

with two designated alternatives, c and d, such that (a) if κ(S1) >
κ(S2), then c and d are strongYoung winners of (D,W), and (b) if
κ(S2) > κ(S1), then d is the unique strongYoung winner of (D,W).

We now show how this proof can be adapted to work for Young
elections. We refer to RSV for definitions and details of the construc-
tion, and will only point out the differences here.

Theorem 8.13. Deciding whether a given alternative is a Young winner is
Θ
p
2 -complete.

Proof. Membership in Θp2 can be shown by the same argument that
was used by RSV for strongYoung.

Given an MSPC instance I = (B1,B2, S1, S2), we construct an elec-
tion (C ′,V ′) such that c and d are designated alternatives in C ′, and
it holds that

YoungScore(C ′, c,V ′) = 2κ(S1) and YoungScore(C ′,d,V ′) = 2κ(S2).

Let C ′ = C and V ′ = V \ {v(2.4), v(2.7)}, where v(2.4) is one of the
two voters in V referred to as “voters of the form (2.4)” by RSV and
v(2.7) is one of the two voters in V referred to as “voters of the form
(2.7)” by RSV. One can then define a submultiset V̂ ′ of the voters V ′

as V̂ ′ = V̂ \ v(2.4), where V̂ is defined on page 381 of RSV. Then, |V̂ ′| =
2 · κ(S1) and c is a weak Condorcet winner in (C ′, V̂ ′), implying that
YoungScore(C ′, c,V ′) > 2 · κ(S1).

To show that YoungScore(C ′, c,V ′) 6 2κ(S1), we adapt Lemma 2.4
of RSV in the following way.

Lemma 8.14. For any λ with 3 < λ 6 |S1|+ 1, let Vλ be a submultiset
of V ′ such that Vλ contains exactly λ voters of the form (2.4) or (2.5) and c
is a weak Condorcet winner in (C ′,V ′). Then Vλ contains exactly λ voters
of the form (2.3) and no voters of the form (2.6), (2.7), or (2.8). Moreover,
the λ voters of the form (2.3) in Vλ represent pairwise disjoint sets from S1.

The proof of Lemma 8.14 is similar to the proof of Lemma 2.4 of RSV
and we omit it here.

To continue the proof of YoungScore(C ′, c,V ′) 6 2 · κ(S1), let k =

YoungScore(C ′, c,V ′). Let V̂ ′ ⊆ V ′ be a submultiset of size k such
that c is a weak Condorcet winner in (C, V̂ ′) and suppose that there
are exactly λ voters of the form (2.4) or (2.5) in V̂ ′. Lemma 8.14 then
implies that there are exactly λ voters of the form (2.3) in V̂ ′, those
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voters represent pairwise disjoint sets from S1, and V̂ ′ contains no
voters of the form (2.6), (2.7), or (2.8). Hence, k = 2 · λ 6 2 · κ(S1).

We thus have YoungScore(C ′, c,V ′) = 2 · κ(S1). Analogously, one
can show that YoungScore(C ′,d,V ′) = 2 · κ(S2). Therefore,

κ(S1) > κ(S2)⇔ YoungScore(C ′, c,V ′) > YoungScore(C ′,d,V ′),

which proves the Θp2 -hardness of comparing Young scores. To show
that the winner determination problem for Young isΘp2 -hard, we alter
the profile (C ′,V ′) in exactly the same way as (C,V) is altered in
Theorem 2.5 of RSV. Let (D ′,W ′) be the altered preference profile.
One can then show that the Young scores of c and d in (D ′,W ′) are
the same as in (C ′,V ′), and that all other alternatives have a Young
score in (D ′,W ′) of at most 2. Thus, comparing the Young scores of c
and d in (D ′,W ′) is tantamount to deciding whether c is a Young
winner.

Altogether, we have that (a) if κ(S1) > κ(S2) then c is a Young
winner of (D ′,W ′), and (b) if κ(S2) > κ(S1) then d is the unique
Young winner of (D ′,W ′). It follows that an MSPC-instance I is in
MSPC if and only if c is a Young winner of (D ′,W ′), implying Θp2 -
hardness of the Young winner determination problem.

The same proof also shows that deciding whether a given alterna-
tive is the unique Young winner is Θp2 -complete. To see this, observe
that I is in MSPC if and only if d is not the unique winner of (D ′,W ′).
Thus, the complement of the unique-winner problem is Θp2 -hard. Since
Θ
p
2 is closed under complement, this proves that the unique-winner

problem is Θp2 -hard as well.

8.3 dodgson’s rule

We now turn to Dodgson’s rule. Hemaspaandra, Hemaspaandra, and
Rothe (1997)—abbreviated HHR hereafter—have shown that the win-HHR

ner determination problem for Dodgson is Θp2 -complete. In this sec-
tion, we point out an error in their proof and show how it can be
corrected. We furthermore show that the winner determination prob-
lem for a variant of Dodgson’s rule is also Θp2 -complete. Throughout
this section, we assume linear preferences.

8.3.1 Two Variants of Dodgson’s Rule

Similar to Young’s rule, Dodgson’s rule selects alternatives that are
in some sense close to being a Condorcet winner. Closeness in Dodg-
son’s rule is measured in terms of the number of switches that have
to be made in the preference profile. A switch is an operation thatswitch

transforms a preference profile R into another preference profile R ′

such that Rj = R ′j for all j ∈ N \ {i} and R ′i is identical to Ri except
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R1 R2

a d

b b

c c

d a

Figure 39: A profile R with Dodgson(R) = {b} and weakDodgson(R) = {a,b,d}

that two adjacent alternatives in Ri have swapped their positions in
the ranking.8 We adopt the notation of HHR, which is similar to the
notation used in Section 8.2. A Dodgson triple (C, c,V) is an election Dodgson triple

(C,V) with a designated alternative c ∈ C.

Definition 8.15. The Dodgson score DodgsonScore(C, c,V) of an alter-
native c ∈ C in an election (C,V) is defined as the minimal number of
switches that transform V into a preference profile that has c as a strong
Condorcet winner. The SCF Dodgson selects those alternatives with the
smallest Dodgson score.

As in the case of Young’s rule, there is a variant of Dodgson’s rule
that is defined via weak Condorcet winners.

Definition 8.16. The weak Dodgson score weakDodgsonScore(C, c,V) of
an alternative c ∈ C in an election (C,V) is defined as the minimal number
of switches that transform V into a preference profile that has c as a weak
Condorcet winner. The SCF weakDodgson selects those alternatives with
the smallest weak Dodgson score.

Whenever the number of voters is odd, both variant of Dodgson’s
rule coincide. Figure 39 presents an example where the variants differ.

8.3.2 Complexity of Dodgson Winners

HHR showed that the winner determination problem for Dodgson is
Θ
p
2 -complete. In particular, Θp2 -hardness was shown by a reduction

from the Θp2 -hard problem Two Election Ranking (2ER): 2ER

Given two Dodgson triples (C, c,V) and (D,d,W), where
both |V | and |W| are odd and c 6= d, is the Dodgson score
of c in (C,V) less than or equal to the Dodgson score of d
in (D,W)?

The reduction from 2ER to the winner determination problem for
Dodgson works by merging the elections E1 = (C,V) and E2 =

(D,W) into a new election E3 = (C ′,V ′) such that C ∪D ⊆ C ′ and
the following three properties are satisfied:

8 Two elements a,b ∈ A are called adjacent in a ranking L ∈ L (C) if there does not
exits an alternative c ∈ C with a L c L b or b L c L a.



118 complexity of winner determination

(i) DodgsonScoreE3(c) = DodgsonScoreE1(c) + 1,

(ii) DodgsonScoreE3(d) = DodgsonScoreE2(d) + 1, and

(iii) DodgsonScoreE3(x) > DodgsonScoreE3(c) for all x ∈ C ′ \ {c,d}.

Here, DodgsonScoreE(x) denotes the minimal number of switches
required to make alternative x a Condorcet winner in election E. Thus,
we immediately have that c is a Dodgson winner in E3 if and only if
DodgsonScoreE1(c) > DodgsonScoreE2(d).

We now define election E3 = (C ′,V ′). For convenience, denote v =
|V | and w = |W| and define m = 2(|C| · v + |D| ·w). The set C ′ of
alternatives of E3 is defined as C ′ = C ∪D ∪ S ∪ T , where C and D
are the alternative sets from elections E1 and E2, respectively, and
S = {s1, . . . sm} and T = {t1, . . . tm} contain 2m new alternatives (so-
called separating alternatives).

In order to define the voter set V ′ of E3, we introduce the follow-
ing abbreviations for notational convenience. The symbol < is used
to define preferences of voters: x < y if and only if the voter prefers
y to x. For an ordered set A = {a1, . . . ,ak}, we use x < A < y as a
shorthand for x < a1 < . . . < ak < y and x <

←−
A < y as a short-

hand for x < ak < . . . < a1 < y. Furthermore, let c1, . . . , c|C|−1

and d1, . . . ,d|D|−1 be arbitrary enumerations of C− = C \ {c} and
D− = D \ {d}, respectively. The voters V ′ of E3 consist of the follow-
ing subgroups:

(a) For every voter in E1 with preference order Ci over C, there is
one voter with preferences

d < S < D− < T < Ci .

(b) For every voter in E2 with preference order Dj over D, there is
one voter with preferences

T < c < S < C− < Dj .

(c) There are
⌈
v
2

⌉
−
⌈
w
2

⌉
voters with preferences

T < c < S < C− < D− < d .

(d) There are
⌈
v
2

⌉
voters with preferences

T < C− < D− <
←−
S < c < d .

(e) There are
⌈
w
2

⌉
voters with preferences

T < C− < D− < S < d < c .
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The total number of voters is |V ′| = 2v+w+ 1. As both v and w are
odd, |V ′| is even and a Condorcet winner has to be preferred to every
other alternative by at least |V ′|

2 + 1 = v+
⌈
w
2

⌉
+ 1 voters. HHR then

claim that properties (i), (ii), and (iii) are satisfied.

error We now show that the construction in the proof of HHR
does not satisfy property (iii). Consider the following example. Elec-
tion E1 is given by E1 = (C,V), where C = {c, c1, c2, c3} and V

consists of v = 3 voters who all have the same preference order
c < c1 < c2 < c3. Election E2 is given by E2 = (D,W), where
D = {d,d1} and W consists of w = 1 voter with preference order
d < d1.

Thus, Election E3 has alternatives C ∪D ∪ S ∪ T with |S| = |T | =

2(|C| · v + |D| ·w) = 2(4 · 3 + 2 · 1) = 28. The set V ′ of voters of E3
consists of the following groups:

(a) There are v = 3 voters with preferences

d < S < d1 < T < c < c1 < c2 < c3 .

(b) There is w = 1 voter with preferences

T < c < S < c1 < c2 < c3 < d < d1 .

(c) There is
⌈
v
2

⌉
−
⌈
w
2

⌉
= 1 voter with preferences

T < c < S < c1 < c2 < c3 < d1 < d .

(d) There are
⌈
v
2

⌉
= 2 voters with preferences

T < c1 < c2 < c3 < d1 <
←−
S < c < d .

(e) There is
⌈
w
2

⌉
= 1 voter with preferences

T < c1 < c2 < c3 < d1 < S < d < c .

Observe that DodgsonScoreE3(c) = DodgsonScoreE1(c) + 1 = 6+

1 = 7, as expected. However, DodgsonScoreE3(c3) 6 4, since two
switches in voter (b) and two switches in voter (c) suffice to make c3
the top choice of a strict majority of the voters (groups (a), (b), and
(c)) and therefore a Condorcet winner. Hence, property (iii) is violated
and the reduction from 2ER does not go through.

The error in the proof argument can be traced back to the end of
the proof of Lemma 3.7 (HHR, page 822), where the authors prove
that DodgsonScoreE3(d|D|−1) > DodgsonScoreE3(c) and claim that
“[t]he same argument applies to each element in (C∪D) \ {c,d}.”
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correction Closer inspection of the counter-example reveals the
problem in the construction of E3: in the preference orders of voter
groups (b) and (c), alternatives in C− are not separated from alterna-
tives in D by a set of separating alternatives. As a consequence, it is
possible to make an alternative in C− a Condorcet winner by strictly
less than m

2 switches in those voter groups.9

This problem can be avoided by changing the preferences of voter
groups (b) and (c) as follows:

(b’) For every voter in E2 with preference order Dj over D, there is
one voter with preferences

c < T < C− < S < Dj .

(c’) There are
⌈
v
2

⌉
−
⌈
w
2

⌉
voters with preferences

c < T < C− < S < D− < d .

Intuitively, the new construction is more symmetrical than the old
one, as the preferences of voter groups (a) and (b’) are defined analo-
gously, with the roles of C and D (and those of S and T ) interchanged.

Observe that the alternatives in S are strictly better off in (b’) than
in (b) and strictly better off in (c’) than (c). One might worry that this
strengthening of alternatives in S reduces their Dodgson scores to
such an extent that property (iii) is violated. To see that this is not the
case, consider some alternative s ∈ S. Observe that the size m = |S|

of the alternative set S was chosen in such a way as to ensure that
DodgsonScoreE3(c) <

m
2 . Now suppose that DodgsonScoreE3(s) 6

DodgsonScoreE3(c) <
m
2 . In order to become a Condorcet winner, s

must in particular beat c in a pairwise comparison. As s is preferred
to c by only w+

⌈
v
2

⌉
−
⌈
w
2

⌉
=
⌈
v
2

⌉
+
⌈
w
2

⌉
− 1 voters in V ′, it needs to

gain at least
⌈
v
2

⌉
+ 1 extra votes over c in voter groups (a), (d), and

(e). Gaining one extra vote over c in voter group (a) would require
more than m switches, because s is separated from c by T . Thus,
switches in (a) are too expensive. Since there are strictly less than⌈
v
2

⌉
+ 1 voters in both (d) and (e), switches need to be performed in

both of these voter groups. And since the order of alternatives in S
is reversed in (d), the overall number of switches required is greater
than m

2 . Again, this exceeds the Dodgson score of c. This shows that
DodgsonScoreE3(s) > DodgsonScoreE3(c) for all s ∈ S.

9 Whenever w > 3 or v > w, the voters in groups (a), (b), and (c) constitute a strict
majority of voters:

v+w+
(⌈v
2

⌉
−
⌈w
2

⌉)
> v+

⌈w
2

⌉
+ 1 =

|V ′|

2
+ 1.
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8.3.3 Complexity of weakDodgson Winners

We now show that the corrected version of the proof of HHR can be
adapted to the SCF weakDodgson.

Theorem 8.17. The winner determination problem for weakDodgson is Θp2 -
complete.

Proof. Membership in Θp2 is again easy. For hardness, first observe
that the problem Weak Two Election Ranking (w2ER), which is de- w2ER

fined like 2ER except with “Dodgson score” replaced by “weakDodg-
son score,” inherits Θp2 -hardness from 2ER because Dodgson scores
and weakDodgson scores coincide for all instances with an odd num-
ber of voters.

We present a reduction from w2ER to the winner determination
problem for weakDodgson. Given two Dodgson triples (C, c,V) and
(D,d,W), denote E1 = (C,V), E2 = (D,W), v = |V |, and w = |W|. Re-
call that both v and w are odd and assume without loss of generality
that v > w > 1. Definem = v · |C|+w · |D| and observe thatm is an up-
per bound for all weakDodgson scores in E1 and E2: even in the worst
case (an alternative is least preferred by all voters),

⌈
v
2

⌉
· (|C|− 1) < m

switches suffice to make an alternative a weak Condorcet winner in
E1 (by making it the top choice of

⌈
v
2

⌉
voters), and an analogous

statement holds for E2.
We now define the new election E3 = (C ′,V ′). The set C ′ of al-

ternatives of E3 is defined as C ′ = C ∪D ∪ S ∪ T ∪U, where C and
D are the alternatives from elections E1 and E2 and S = {s1, . . . sm},
T = {t1, . . . tm}, and U = {u1, . . . um} are 3m new alternatives. The
voters V ′ of E3 consist of the following subgroups:

(a) For every voter in E1 with preference order Ci over C, there is
one voter with preferences

U < d < S < D− < T < Ci .

(b) For every voter in E2 with preference order Dj over D, there is
one voter with preferences

U < c < T < C− < S < Dj .

(c) There are
⌈
v
2

⌉
−
⌈
w
2

⌉
voters with preferences

U < c < T < C− < S < D− < d .

(d) There are
⌈
v
2

⌉
voters with preferences

T < C− < D− < S < U < c < d .
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(e) There are
⌈
w
2

⌉
− 1 voters with preferences

T < C− < D− < S < U < d < c .

(f) There is one voter with preferences

U < d < c < T < C− < D− < S .

The total number of voters is |V ′| = 2v+w+ 1. As both v and w are
odd, |V ′| is even and a weak Condorcet winner has to be preferred
to every other alternative by at least |V ′|

2 = v+
⌈
w
2

⌉
voters. We now

show that the following three properties are satisfied:

(i) weakDodgsonScoreE3(c) = weakDodgsonScoreE1(c),

(ii) weakDodgsonScoreE3(d) = weakDodgsonScoreE2(d), and

(iii) weakDodgsonScoreE3(x) > weakDodgsonScoreE3(c) for all x ∈
C ′ \ {c,d}.

For (i), observe that c is preferred to every alternative in C ′ \C by
at least |V ′|

2 of the voters. Thus, in computing the weakDodgson score
of c, we only have to take care of alternatives in C− = {c1, . . . , c|C|−1}.
Let xi be the number of voters in group (a) that prefer c to ci. Then,
the number of voters in V ′ that prefer c to ci is xi +

⌈
v
2

⌉
+
⌈
w
2

⌉
− 1.

Candidate c is a weak Condorcet winner in E3 if and only if this
number is greater than or equal to |V ′|

2 = v+
⌈
w
2

⌉
, and this is the case

if and only if xi >
⌈
v
2

⌉
for each i ∈ {1, . . . , |C|− 1}. But this means that

c is a Condorcet winner in E1. By definition, this can be achieved by
k switches, where k = weakDodgsonScoreE1(c). We have therefore
shown the upper bound

weakDodgsonScoreE3(c) 6 weakDodgsonScoreE1(c).

Now assume that weakDodgsonScoreE3(c)<weakDodgsonScoreE1(c).
Due to the construction, all the switches in the optimal sequence oc-
cur in voters of group (a), as making c beat any alternative in C−

would require more than m switches in all the other relevant voter
groups (b), (c), and (f). This means that there is a way to make c a
weak Condorcet winner in E1 with less than weakDodgsonScoreE1(c)
switches, a contradiction. We have thereby shown that

weakDodgsonScoreE3(c) = weakDodgsonScoreE1(c).

An analogous argument proves that property (ii) holds.
For (iii), recall that m was chosen sufficiently large to be an upper

bound on the weakDodgson score of c in E1, and thus, by (i), on the
weakDodgson score of c in E3. We now show that all alternatives in
C ′ other than c and d have a weakDodgson score of at least m in E3.
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Consider an alternative s ∈ S. In order to become a weak Condorcet
winner, s must in particular beat (or tie) c in a pairwise comparison.
As s is preferred to c by only w+

⌈
v
2

⌉
−
⌈
w
2

⌉
+ 1 =

⌈
v
2

⌉
+
⌈
w
2

⌉
voters

in V ′, it needs to gain at least
⌊
v
2

⌋
extra votes over c in voter groups

(a), (d), and (e). But gaining just one extra vote over c would require
more than m switches, because s is separated from c by at least m
other alternatives in all these voter groups.

A similar argument applies to all other alternatives.

• Candidates in T need
⌊
w
2

⌋
extra votes over d in (b), (c), (d), and

(e), but one extra vote requires more than m switches in each of
these voters.

• Candidates in U need
⌈
v
2

⌉
extra votes over di ∈ D− in (a), (b),

(c), and (f), but one extra vote requires more than m switches.

• Candidates in D− need
⌈
v
2

⌉
extra votes over c in (a), (d), and

(e), but one extra vote requires more than m switches.

• Candidates in C− need
⌊
w
2

⌋
extra votes over d in (b), (c), (d),

and (e), but one extra vote requires more than m switches.

Thus, we have shown that

weakDodgsonScoreE3(x) > m > weakDodgsonScoreE3(c)

for all x ∈ C ′ \ {c,d}. It is now easy to see that

(1) if weakDodgsonScoreE1(c) 6 weakDodgsonScoreE2(d), then c
is a weakDodgson winner in E3, and

(2) if weakDodgsonScoreE1(c) > weakDodgsonScoreE2(d), then b
is the unique weakDodgson winner in E3.

Let I = ((C, c,V), (D,d,W)) be an instance of w2ER. We have just
argued that I is in w2ER if and only if c is a weakDodgson winner
in E3, which immediately implies Θp2 -hardness of the weakDodgson
winner determination problem.

8.4 summary

We have shown that computing winners is intractable for ranked
pairs, Young’s rule, and Dodgson’s rule. In comparison to Young’s
rule, Dodgson’s rule, and many other intractable SCFs, the ranked
pairs method is easier in at least two important respects. First, some
winner can be found efficiently. Second, winner determination is easy
in most practical instances. The reason for the latter is that the expected
number of ties among two or more pairs is rather small. This is par-
ticularly true when the number of voters is large compared to the
number of alternatives, which is the case in many realistic settings.
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It is therefore to be expected that ranked pairs winners are easy to
compute on average for most reasonable distributions of individual
preferences.

Another interesting aspect in the context of the ranked pairs
method is the trade-off between tractability and neutrality: while the
resolute variant RPτ is easy to compute, the neutral version RP is
intractable.



9
P O S S I B L E A N D N E C E S S A RY W I N N E R S O F PA RT I A L
T O U R N A M E N T S

In this chapter, we study the problem of computing possible and
necessary winners for partially specified weighted and unweighted
tournaments. This problem arises naturally in elections with incom-
pletely specified votes, partially completed sports competitions, and
more generally in any scenario where the outcome of some pairwise
comparisons is not yet fully known. Section 9.1 motivates the set-
ting in more detail and points out differences to related work. After
introducing terminology (Section 9.2) and computational problems
(Section 9.3) for partial tournaments, we consider unweighted tour-
nament solutions in Section 9.4 and weighted tournament solutions
in Section 9.5. We show that for most of the considered solution con-
cepts, possible and necessary winners can be identified in polynomial
time. These positive algorithmic results stand in sharp contrast to ear-
lier results concerning possible and necessary winners given partially
specified preference profiles.

9.1 motivation

Tournament solutions play an important role in the mathematical so-
cial sciences at large. Application areas include multi-criteria decision
analysis (Arrow and Raynaud, 1986; Bouyssou et al., 2006), zero-sum
games (Fisher and Ryan, 1995; Laffond et al., 1993b; Duggan and Le
Breton, 1996a), coalitional games (Brandt and Harrenstein, 2010), and
argumentation theory (Dung, 1995; Dunne, 2007).

When choosing from a tournament, relevant information may only
be partly available. This could be because some preferences are yet
to be elicited, some matches yet to be played, or certain comparisons
yet to be made. In such cases, it is natural to speculate which are the
potential and inevitable outcomes on the basis of the information al-
ready at hand. Given any tournament solution S, possible winners of
a partial tournament G are defined as alternatives that are selected
by S in some completion of G, and necessary winners are alternatives
that are selected in all completions. By a completion we here under-
stand a complete tournament extending G.

In this chapter we address the computational complexity of identi-
fying the possible and necessary winners for a number of weighted
and unweighted tournament solutions whose winner determination
problem for complete tournaments is tractable. We consider four of
the most common tournament solutions—namely, Condorcet win-

125
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ners (COND), the Copeland solution (CO), the top cycle (TC), and
the uncovered set (UC)—and three common solutions for weighted
tournaments—Borda (BO), maximin (MM) and the resolute variant
of ranked pairs (RPτ). For each of these solution concepts, we charac-
terize the complexity of the following problems: deciding whether a
given alternative is a possible winner (PW), deciding whether a given
alternative is a necessary winner (NW), and deciding whether a given
subset of alternatives equals the set of winners in some completion
(PWS). These problems can be challenging, as even unweighted par-
tial tournaments may allow for an exponential number of comple-
tions.

Similar problems have been considered before. For Condorcet win-
ners, voting trees and the top cycle, it was already shown that possi-
ble and necessary winners are computable in polynomial time (Lang
et al., 2012; Pini et al., 2008, 2011). The same holds for the problem of
computing possible Copeland winners, which was considered in the
context of sports tournaments (Cook et al., 1998).

A more specific setting that is frequently considered within the area
of computational social choice differs from our setting in a subtle but
important way that is worth being pointed out. There, tournaments
are assumed to represent the majority graph for a given preference
profile.1 Since a partial preference profile R need not conclusively set-
tle every majority comparison, it may give rise to a partial tournament
G(R) only. There are two natural ways to define possible and neces-
sary winners for a partial preference profile R and solution concept S.
The first is to consider the completions of the incomplete tournament
G(R) and the winners under S in these. This approach is covered by
the setting in this chapter. The second is to consider the completions
of R and the winners under S in the corresponding tournaments.2

Since every tournament corresponding to a completion of R is also a
completion of G(R) but not necessarily the other way round, the sec-
ond definition gives rise to a stronger notion of a possible winner and
a weaker notion of a necessary winner.3 Interestingly, and in sharp con-
trast to our results, determining these stronger possible and weaker
necessary winners is intractable for many SCFs (Lang et al., 2012; Xia
and Conitzer, 2011).

1 See, e.g., (Baumeister and Rothe, 2010; Betzler and Dorn, 2010; Konczak and Lang,
2005; Walsh, 2007; Xia and Conitzer, 2011) for the basic setting, (Betzler et al., 2009)
for parameterized complexity results, (Hazon et al., 2008; Kalech et al., 2011) for
probabilistic settings, and (Chevaleyre et al., 2010; Xia et al., 2011) for settings with
a variable set of alternatives.

2 Lang et al. (2012) and Pini et al. (2011) compare—both theoretically and
experimentally—these two ways of defining possible and necessary winners for
three solution concepts: Condorcet winners, voting trees and the top cycle.

3 More precisely, the alternatives that win in a tournament induced by some comple-
tion of R form a subset of the possible winners of G(R), and the alternatives that win
in all tournaments induced by a completion of R form a superset of the necessary
winners of G(R).
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In the context of this chapter, we do not assume that tournaments
arise from majority comparisons in voting or from any other spe-
cific procedure. This approach has a number of advantages. Firstly, it
matches the diversity of settings to which tournament solutions are
applicable, which goes well beyond social choice and voting. For in-
stance, our results also apply to a question commonly encountered in
sports competitions, namely, which teams can still win the cup and
which future results this depends on (see, e.g., Cook et al., 1998; Kern
and Paulusma, 2004). Secondly, (partial) tournaments provide an in-
formationally sustainable way of representing the relevant aspects of
many situations while maintaining a workable level of abstraction
and conciseness. For instance, in the social choice setting described
above, the partial tournament induced by a partial preference pro-
file is a much more succinct piece of information than the preference
profile itself. Finally, specific settings may impose restrictions on the
feasible extensions of partial tournaments. The positive algorithmic
results in this chapter can be used to efficiently approximate the sets
of possible and necessary winners in such settings, where the corre-
sponding problems may be intractable. The voting setting discussed
above serves to illustrate this point.

9.2 partial tournaments

Let A denote a finite set of alternatives.4 A partial tournament is an partial tournament

asymmetric directed graph G = (A,E). If E is complete, we have a
(complete) tournament. The class of all complete tournaments with
vertex set A is denoted by T . Given two partial tournaments G =

(A,E) and G ′ = (A ′,E ′), G ′ is called an extension of G, denoted G 6
G ′, if A = A ′ and E ⊆ E ′. If E ′ is complete, G ′ is called a completion completion

of G. We write [G] for the set of completions of G, i.e., [G] = {T ∈ T :

G 6 T }.
For G = (A,E) and x ∈ A, the dominion of x is given by DE(x) = dominion

{y ∈ A : (x,y) ∈ E}, and the dominators of x are given by DE(x) = dominators

{y ∈ A : (y, x) ∈ E}. For X ⊆ A, we let DE(X) =
⋃
x∈XDE(x) and

DE(X) =
⋃
x∈XDE(x).

For a subset X ⊆ A of alternatives, we further write EX→ for the set
of edges obtained from E by adding all missing edges from alterna-
tives in X to alternatives not in X, i.e.,

EX→ = E∪ {(x,y) ∈ X× (A \X) : (y, x) /∈ E}.

We use EX← as an abbreviation for EA\X→, and respectively write
Ex→, Ex←, GX→, and GX← for E{x}→, E{x}←, (A,EX→), and (A,EX←).

4 In this chapter, typical elements of A will be denoted by x,y instead of a,b, in order
not to confuse alternatives with capacity functions of b-matchings (see page 133).
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Let n be a positive integer. A partial n-weighted tournament is a pair
G = (A,w) consisting of a finite set of alternatives A and a weight
function w : A×A→ {0, . . . ,n} such that for each pair (x,y) ∈ A×A
with x 6= y, w(x,y) + w(y, x) 6 n. We say that T = (A,w) is
a (complete) n-weighted tournament if for all x,y ∈ A with x 6= y,
w(x,y) +w(y, x) = n. A (partial or complete) weighted tournament isweighted

tournament a (partial or complete) n-weighted tournament for some n ∈ N. The
class of n-weighted tournaments is denoted by T [n]. Observe that
with each partial 1-weighted tournament (A,w) we can associate a
partial tournament (A,E) by setting E = {(x,y) ∈ A×A : w(x,y) = 1}.
Thus, (partial) n-weighted tournaments can be seen to generalize
(partial) tournaments, and we may identify T [1] with T .

The notations G 6 G ′ and [G] can be extended naturally to partial
n-weighted tournaments G = (A,w) and G ′ = (A ′,w ′) by letting
G 6 G ′ if A = A ′ and w(x,y) 6 w ′(x,y) for all x,y ∈ A, and [G] =

{T ∈ T [n] : G 6 T }.
For given G = (A,w) and X ⊆ A, we further define wX→ such that

for all x,y ∈ A,

wX→(x,y) =

{
n−w(y, x) if x ∈ X and y /∈ X,

w(x,y) otherwise,

and set wX← = wA\X→. Moreover, wx→, wx←, GX→, and GX← are
defined in the obvious way.

9.3 possible & necessary winners

We are now ready to formally define the notions of possible and nec-
essary winners, along with the corresponding computational prob-
lems. The following paragraphs refer to both the weighted and the
unweighted case.

Tournament solutions select alternatives from complete tourna-
ments. A partial tournament, on the other hand, can be extended to a
number of complete tournaments, and a tournament solution selects
a (potentially different) set of alternatives for each of them.

For a given tournament solution S, we can thus define the set of
possible winners for a partial tournament G as the set of alternatives se-possible winners

lected by S from some completion of G, i.e., as PWS(G) =
⋃
T∈[G] S(T).

Analogously, the set of necessary winners of G is the set of alternativesnecessary winners

selected by S from every completion of G, i.e., NWS(G) =
⋂
T∈[G] S(T).

We can finally write PWSS(G) = {S(T) : T ∈ [G]} for the set of sets of
alternatives that S selects for the different completions of G.

Note that NWS(G) may be empty even if S selects a nonempty set
of alternatives for each tournament T ∈ [G], and that |PWSS(G)| may
be exponential in the number of alternatives of G. It is also easily
verified that G 6 G ′ implies PWS(G

′) ⊆ PWS(G) and NWS(G) ⊆
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NWS(G
′), and that PWS(G) =

⋃
G6G ′ NWS(G

′) and NWS(G) =⋂
G6G ′ PWS(G

′).
Deciding membership in the sets PWS(G), NWS(G), and PWSS(G)

for a given solution concept S and a partial tournament G is a natural
computational problem. We will refer to these problems as PWS, NWS, PWS, NWS, PWSS

and PWSS, respectively.5

For complete tournaments T we have [T ] = {T } and thus PWS(T) =

NWS(T) = S(T) and PWSS(T) = {S(T)}. As a consequence, for solution
concepts S with an NP-hard winner determination problem—like the
Banks set and TEQ—the problems PWS, NWS, and PWSS are NP-
hard as well. We therefore restrict our attention to solution concepts
for which winners can be computed in polynomial time.

For irresolute solution concepts, PWSS may appear a more complex
problem than PWS. We are, however, not aware of a polynomial-time
reduction from PWS to PWSS. The relationship between these prob-
lems may also be of interest for the “classic” possible winner setting
with partial preference profiles.

9.4 unweighted tournaments

In this section, we consider the tournament solutions COND, CO, TC,
and UC. Weighted tournament solutions will then be considered in
Section 9.5.

9.4.1 Condorcet Winners

Condorcet winners are a very simple solution concept and will pro-
vide a nice warm-up. Since both PWCOND and NWCOND easily re-
duce6 to PWSCOND, we focus on the latter problem. Each of the sets
in PWSCOND(G) is either a singleton or the set A of all alternatives,
and determining membership for a singleton is obviously tractable.
Checking whether A ∈ PWSCOND(G) is not quite that simple. First
observe that A ∈ PWSCOND(G) if and only if there is an extension G ′

of G in which every alternative is dominated by some other alter-
native. Given a particular G = (A,E), we can define an extension
G ′ = (A,E ′) of G by iteratively adding edges from dominated alter-
natives to undominated ones until this is no longer possible. Formally,
let

E0 = E and Ei+1 = Ei ∪ {(x,y) ∈ Xi × Yi : (y, x) /∈ Ei},

5 Formally, the input for each of the problems consists of an encoding of the partial
(n-weighted) tournament G and, for partial n-weighted tournaments, the number n.

6 For a partial tournament G and an alternative x, the following statements hold:

(i) x ∈ PWCOND(G)⇔ PWSCOND(G)∩ {A, {x}} 6= ∅, and

(ii) x ∈ NWCOND(G)⇔ PWSCOND(G) ⊆ {A, {x}}.
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where Xi and Yi denote the dominated and undominated alternatives
of (A,Ei), respectively. Finally define E ′ =

⋃|A|
i=0 Ei, and observe that

this set can be computed in polynomial time.
Now, for every undominated alternative x of G ′ and every dom-

inated alternative y of G ′, we not only have (x,y) ∈ E ′, but also
(x,y) ∈ E. This is the case because in the inductive definition of E ′

only edges from dominated to undominated alternatives are added in
every step. It is therefore easily verified that PWSCOND(G) contains A
if and only if the set of undominated alternatives in G ′ is either empty
or is of size three or more. We have shown the following easy result.

Theorem 9.1. PWCOND, NWCOND, and PWSCOND can be solved in poly-
nomial time.

We note that Theorem 9.1 is a corollary of corresponding results
for maximin in Section 9.5.2. The reason is that MM coincides with
COND in 1-weighted tournaments.

9.4.2 Copeland

Copeland scores coincide with Borda scores in the case of 1-weighted
tournaments. As a consequence, the following is a direct corollary of
the results in Section 9.5.1.

Theorem 9.2. NWCO, PWCO, and PWSCO can be solved in polynomial
time.

PWCO can alternatively be solved via a polynomial-time reduction
to maximum network flow (see, e.g., Cook et al., 1998, p. 51).

9.4.3 Top Cycle

Lang et al. (2012) have shown that possible and necessary winners
for TC can be computed efficiently by greedy algorithms. For PWSTC,
we not only have to check that there exists a completion such that
the set in question is dominating, but also that there is no smaller
dominating set. It turns out that this can still be done in polynomial
time.

Theorem 9.3. PWSTC can be solved in polynomial time.

Proof. Consider a partial tournament G = (A,E) and a set X ⊆ A

of alternatives. If X is a singleton, the problem reduces to checking
whether X ∈ PWSCOND(G). If X is of size two or if one of its elements
is dominated by an outside alternative, X /∈ PWSTC(G). Therefore, we
can without loss of generality assume that |X| > 3 and (y, x) /∈ E for all
y ∈ A \X and x ∈ X. The Smith set of a partial tournament is definedSmith set

as the minimal dominant subset of alternatives (Smith, 1973).7 It can

7 For complete tournaments, the Smith set coincides with the top cycle.
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be shown that there exists a completion T ∈ [G] with TC(T) = X if
and only if the Smith set of the partial tournament (X,E|X×X) equals
the whole set X. Since the Smith set of a partial tournament can be
computed efficiently (Brandt et al., 2009a), the theorem follows.

9.4.4 Uncovered Set

We will work with the following alternative characterization of the
uncovered set via the two-step principle: an alternative is in the uncov- two-step principle

ered set if and only if it can reach every other alternative in at most
two steps.8 Formally, x ∈ UC(T) if and only if for all y ∈ A \ {x}, either
(x,y) ∈ E or there is some z ∈ A with (x, z), (z,y) ∈ E. We denote the
two-step dominion DE(DE(x)) of an alternative x by D2E(x).

We first consider PWUC, for which we check for each alternative
whether it can be reinforced to reach every other alternative in at
most two steps.

Theorem 9.4. PWUC can be solved in polynomial time.

Proof. For a given partial tournament G = (A,E) and an alternative
x ∈ A, we check whether x is in UC(T) for some completion T ∈
[G]. Consider the graph G ′ = (A,E ′′) where E ′′ is derived from E as
follows. First, we let the dominion of x grow as much as possible by
letting E ′ = Ex→. Then, we do the same for its two-step dominion by
defining E ′′ as E ′DE ′(x)→. Now it can be shown that x ∈ PWUC(G) if
and only if A = {x}∪DE ′′(x)∪D2E ′′(x).

A similar argument yields the following.

Theorem 9.5. NWUC can be solved in polynomial time.

Proof. For a given partial tournament G = (A,E) and an alternative
x ∈ A, we check whether x is in UC(T) for all completions T ∈ [G].
Consider the graph G ′ = (A,E ′′) with E ′′ defined as follows. First, let
E ′ = Ex←. Then, expand it to E ′′ = E ′DE ′(x)→. Intuitively, this makes
it as hard as possible for x to beat alternatives outside of its dominion
in two steps. Indeed, it can be shown that x ∈ NWUC(G) if and only
if A = {x}∪DE ′′(x)∪D2E ′′(x).

For all solution concepts considered so far, PW and PWS have the
same complexity. One might wonder whether a result like this holds
more generally, and whether there could be a polynomial-time reduc-
tion from PWS to PW. The following result shows that this is not the
case, unless P=NP.

Theorem 9.6. PWSUC is NP-complete.

8 In graph theory, vertices satisfying this property are called kings.
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Proof sketch. Let G = (A,E) be a partial tournament. Given a set X ⊆
A and a completion T ∈ [G], it can be checked in polynomial time
whether X = UC(T). Hence, PWSUC is obviously in NP.

NP-hardness can be shown by a reduction from SAT. For each
Boolean formula ϕ in conjunctive normal-form with a set C of clauses
and set P of propositional variables, we construct a partial tourna-
ment Gϕ = (Aϕ,Eϕ). Define

Aϕ = C× {0, 1}∪ P× {0, . . . , 5}∪ {0, 1, 2},

i.e., along with three auxiliary alternatives, we introduce for each
clause two alternatives and for each propositional variable six. We
write ci, pi, Ci, and Pi for (c, i), (p, i), {ci : c ∈ C}, and {pi : p ∈ P},
respectively. Let

X = C× {0}∪ P× {0, 1, 2}∪ {0, 1, 2}.

Then, Eϕ is defined such that it contains no edges between alterna-
tives in Aϕ \ X. For alternatives x ∈ X, Eϕ is given by the follow-
ing table, in which each line is of the form DEϕ(x) ∩A \ X → x →
DEϕ(x) ∩ X and where it is understood that x dominates all alter-
natives in Aϕ \ X unless specified otherwise. For improved readabil-
ity some curly braces have been omitted and a comma indicates set-
theoretic union.

{p3 : p ∈ c}, {p4 : p̄ ∈ c}, c1 → c0 → 2,P2, {p1 : p /∈ c}, {p0 : p̄ /∈ c}
p3 → p0 → 0,p2, {c0 : p̄ ∈ c}
p4 → p1 → 0,p2, {c0 : p ∈ c}

P3,P4,p5 → p2 → 2, {q0,q1 : q 6= p}
P3,P4 → 0 → 2,C0,P2

C1,P5 → 1 → 0,C0,P2

∅ → 2 → 1,P0,P1

It now suffices to show that Eϕ is specified in such a way that X
is the uncovered set of some completion of Gϕ if and only if ϕ is
satisfiable.

For every p ∈ P, the edges between p0, p1, and 1 are left unspeci-
fied. The idea is that p0 and p1 are the only candidates to cover p5,
p0 and 1 are the only candidates to cover p4, and p1 and 1 are the
only candidates to cover p3. As p0 ∈ DEϕ(p3), p1 ∈ DEϕ(p4), and
1 ∈ DEϕ(p5), there are two possibilities of extending Gϕ in such a
way that p3, p4 and p5 are covered simultaneously and X is the un-
covered set. Either all the edges in

(a) {(p0,p1), (p1, 1), (1,p0)}, or all those in

(b) {(p1,p0), (p0, 1), (1,p1)}
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have to be added to Eϕ to achieve this (additionally some edges
among Aϕ \ X have to be set appropriately as well). Possibility (a)
corresponds to setting p to “true.” In this case, p1 also covers c1 for
every clause c ∈ C that contains p. Possibility (b) corresponds to set-
ting p to “false” and causes p0 to cover c1 for every clause c ∈ C
that contains p̄. Moreover, for each c ∈ C, the only candidates in X to
cover c1 are p1 if p ∈ c and p0 if p̄ ∈ c. Observe that 1 ∈ DEϕ(c1) for
all c ∈ C. Thus, if p̄ ∈ c, p1 covering p3 precludes p0 covering c1. Sim-
ilarly, if p ∈ c, p0 covering p4 precludes p1 covering c1. Accordingly,
if T is a completion of Gϕ in which X is the uncovered set, one can
read off a valuation satisfying ϕ from how the edges between p0, p1,
and 1 are set in T . For the opposite direction, a satisfying valuation
for ϕ is a recipe for extending Gϕ to a tournament in which X is the
uncovered set. It can be checked that every alternative in X reaches
every other alternative in at most two steps, whereas every alternative
in Aϕ \X is covered by some alternative in X.

9.5 weighted tournaments

We now turn to weighted tournaments and consider the C2 functions
BO, MM, and RPτ.

9.5.1 Borda

Borda scores can be generalized to partial weighted tournaments
G = (A,w) by letting sBO(x,G) =

∑
y∈A\{x}w(x,y). Before we pro- sBO(x,G)

ceed further, we define the notion of a b-matching, which will be
used in the proofs of two of our results. Let H = (VH,EH) be an
undirected graph with vertex capacities b : VH → N0. Then, a b- b-matching

matching of H is a function m : EH → N0 such that for all v ∈ VH,∑
e∈{e ′∈EH:v∈e ′}m(e) 6 b(v). The size of b-matching m is defined as∑
e∈EHm(e). It is easy to see that if b(v) = 1 for all v ∈ VH, then

a maximum size b-matching is equivalent to a maximum cardinality
matching. In a b-matching problem with upper and lower bounds,
there further is a function a : VH → N0. A feasible b-matching then
is a function m : EH → N0 such that a(v) 6

∑
e∈{e ′∈EH:v∈e ′}m(e) 6

b(v).
If H is bipartite, then the problem of computing a maximum size

feasible b-matching with upper and lower bounds can be solved in
strongly polynomial time (Schrijver, 2003, Chapter 21). We will use
this fact to show that PWBO and PWSBO can both be solved in polyno-
mial time. While the following result for PWBO can be shown using
Theorem 6.1 of Kern and Paulusma (2004), we give a direct proof that
can then be extended to PWSBO.

Theorem 9.7. PWBO can be solved in polynomial time.
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Proof. Let G = (A,w) be a partial n-weighted tournament and x ∈
A. We give a polynomial-time algorithm for checking whether x ∈
PWBO(G), via a reduction to the problem of computing a maximum
size b-matching of a bipartite graph.

Let Gx→ = (A,wx→) denote the graph obtained from G by max-
imally reinforcing x, and s∗ = sBO(x,Gx→) the Borda score of x in
Gx→. From Gx→, we then construct a bipartite graph H = (VH,EH)
with vertices VH = A \ {x} ∪ E<n, where E<n = {{i, j} ⊆ A \ {x} :

w(i, j) +w(j, i) < n},9 and edges EH = {{v, e} : v ∈ A \ {x} and v ∈
e ∈ E<n}. We further define vertex capacities b : VH → N0 such
that b({i, j}) = n − w(i, j) − w(j, i) for {i, j} ∈ E<n and b(v) =

s∗ − sBO(v,Gx→) for v ∈ A \ {x}.
Now observe that in any completion T = (A,w ′) ∈ [Gx→],w ′(i, j)+

w ′(j, i) = n for all i, j ∈ A with i 6= j. The sum of the Borda scores
in T is therefore n|A|(|A|− 1)/2. Some of the weight has already been
used up in Gx→; the weight which has not yet been used up is equal
to α = n|A|(|A|− 1)/2−

∑
v∈A sBO(v,Gx→). It can be shown that x ∈

PWBO(G) if and only if H has a b-matching of size at least α.

This idea can be extended to a polynomial-time algorithm for
PWSBO where we use a similar construction for a given candidate
set X ⊆ A and a target Borda score s∗. Binary search can be used
to efficiently search the interval I = [maxx∈X sBO(x,G),n(|A|− 1)] of
possible target scores.

Theorem 9.8. PWSBO can be solved in polynomial time.

Proof. Let G = (A,w) be a partial n-weighted tournament, and X ⊆
A. We give a polynomial time algorithm for checking whether X ∈
PWSBO(G), via a bisection method and a reduction to the problem of
computing a maximum b-matching of a graph with lower and upper
bounds.

Assume that there is a target Borda score s∗ and a completion T ∈
[G] with X ∈ PWSBO(T) and sBO(x, T) = s∗ for all x ∈ X. Then, the
maximum Borda score of an alternative not in X is s∗ − 1.

For a given target Borda score s∗, we construct a bipartite graph
H = (VH,EH) with vertices VH = A ∪ E<n, where E<n = {{i, j} ⊆ A :

i 6= j,w(i, j) +w(j, i) < n}, and edges EH = {{v, e} : v ∈ A and v ∈
e ∈ E<n}. Only the lower bounds b : VH →N0 and upper bounds a :

VH →N0 depend on s∗ and are defined as follows: For vertices x ∈ X,
lower and upper bounds coincide and are given by a(x) = b(x) =

s∗ − sBO(x,G). All other vertices v ∈ VH \ X have a lower bound of
a(v) = 0. Upper bounds for these vertices are defined such that b(v) =
s∗ − sBO(v,G) − 1 for v ∈ A \ X, and b({i, j}) = n−w(i, j) −w(j, i) for
{i, j} ∈ E<n. Observe that a feasible b-matching in H corresponds to
an extension of G. Such an extension is a completion T ∈ [G] if and

9 Note that w(i, j) = wx→(i, j) for alternatives i, j ∈ A \ {x}.
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only if the b-matching has size α = n|A|(|A|− 1)/2−
∑
v∈A sBO(v,G),

which equals the weight not yet used up in G. Then, T satisfies X ∈
PWSBO(T) and sBO(x, T) = s∗ for all x ∈ X. If, on the other hand,
no s∗ gives rise to a graph that has a b-matching of size α, then
X 6∈ PWSBO(G).

In order to obtain a polynomial time algorithm, we need to check
whether there exists a target score s∗ for which the corresponding
graph H admits a b-matching of size α. It is easily verified that any
such s∗ is contained in the integer interval

I = [max
x∈X

sBO(x,G),n(|A|− 1) ].

Observe that |I| depends on k and thus is not polynomially bounded
in the size of G. Checking every integer s ∈ I is therefore not feasible
in polynomial time. However, we now show that we can perform
binary search in order to find s∗ efficiently. We need the following
two observations about the interval I. For s ∈ I, we say that s admits
a feasible b-matching if the corresponding graph H has a feasible b-
matching.

First, if an s ′ ∈ I admits a feasible b-matching, then every s ′′ ∈
I with s ′′ 6 s ′ also admits a feasible b-matching. This is because
removing all weight from edges that exceeds the (reduced) upper
bounds gives a feasible b-matching for s ′′.

Second, with s ′ as before and α ′ the size of the corresponding maxi-
mum feasible b-matching, there cannot be an s ′′ ∈ I with s ′′ > s ′ such
that the size of a maximum feasible b-matching for s ′′ is smaller than
α ′. This is because either (i) there is no feasible b-matching since not
all lower bounds can be met, or (ii) there exists a feasible b-matching
but its size is as least α ′. To see the latter, note that a decrease in
the size of a maximum feasible matching cannot be caused by upper
bounds as they were only raised or remained the same. It remains
to be shown that the increase in a(v) for v ∈ X does not result in
a smaller maximum b-matching. Since the weight of all edges adja-
cent to a vertex in X in the b-matching increases, a decrease can only
happen in edges {v ′, {v, v ′}} adjacent to a v ′ ∈ VH \ X. Lowering the
weight on this edge must be caused by a forced increase in weight on
{v, {v, v ′}} but since both edges are only coupled by the b({v, v ′}), the
decrease in one cannot exceed the increase in the other and therefore
the size of the maximum b-matching does not decrease from s ′ to s ′′.

These two observations show that I consists of two intervals where
the lower part admits feasible b-matchings of increasing size, whereas
the upper part does not admit feasible b-matchings. Therefore, s∗ is
either at the upper end of the lower part or it does not exist.

Algorithmically, we can check the existence of s∗ with the following
binary search algorithm. Let [Imin, Imax] be an interval that is initialized binary search

to I = [maxx∈X sBO(x,G),n(|A|− 1)]. Consider the median value s of
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this interval. If the corresponding graphH has no feasible b-matching,
continue with the interval [Imin, s − 1]. Otherwise, if the maximum
feasible b-matching has size at least α, return “yes”. If its size is less
than α, continue with [s+ 1, Imax]. If [Imin, Imax] is empty, return “no.”

The number of queries of this algorithm is bounded by dlog2 |I|e
and, therefore, polynomial in the size of G.

We conclude this section by showing that NWBO can be solved in
polynomial time as well.

Theorem 9.9. NWBO can be solved in polynomial time.

Proof. Let G = (A,w) be a partial weighted tournament and x ∈
A. We give a polynomial-time algorithm for checking whether x ∈
NWBO(G).

Define G ′ = Gx←. We want to check whether some other alterna-
tive y ∈ A \ {x} can achieve a Borda score of more than s∗ = sBO(x,G ′).
This can be done separately for each y ∈ A \ {x} by reinforcing it
as much as possible in G ′. If for some y, sBO(y,G ′y→) > s∗, then
x /∈ NWBO(G). If, on the other hand, sBO(y,G ′y→) 6 s∗ for all
y ∈ A \ {x}, then x ∈ NWBO(G).

9.5.2 Maximin

Like Borda scores, maximin scores can be adapted to partial weighted
tournaments in a straightforward way. For G = (A,w), the maximin
score of alternative x is given by sMM(x,G) = miny∈A\{x}w(x,y). WesMM(x,G)

first show that PWMM is polynomial-time solvable by reducing it to
the problem of finding a maximum cardinality matching of an undi-
rected graph.

Theorem 9.10. PWMM can be solved in polynomial time.

Proof. We show how to check whether x ∈ PWMM(G) for a partial n-
weighted tournament G = (A,w). Consider Gx→ = (A,wx→). Then,
sMM(x,Gx→) is the best possible maximin score x can get among all
completions of G. If sMM(x,Gx→) > n

2 , then we have sMM(y, T) 6
wx→(y, x) 6 n

2 for every y ∈ A \ {x} and every completion T ∈ [Gx→]

and therefore x ∈ PWMM(G). Now consider sMM(x,Gx→) < n
2 . We

will reduce the problem of checking whether x ∈ PWMM(G) to that of
finding a maximum cardinality matching, which is known to be solv-maximum

cardinality matching able in polynomial time (Edmonds, 1965). We want to find a comple-
tion T ∈ [Gx→] such that sMM(x, T) > sMM(y, T) for all y ∈ A \ {x}. If
there exists a y ∈ A \ {x} such that sMM(x,Gx→) < sMM(y,Gx→), then
we already know that x /∈ PWMM(G). Otherwise, each y ∈ A \ {x} de-
rives its maximin score from at least one particular edge (y, z) where
z ∈ A \ {x,y} and w(y, z) 6 sMM(x,Gx→). Moreover, it is clear that in
any completion, y and z cannot both achieve a maximin score of less
than sMM(x,Gx→) from edges (y, z) and (z,y) at the same time.
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Construct the following undirected and unweighted graph H =

(VH,EH) where VH = A \ {x} ∪ {{i, j} ⊆ A : i 6= j}. Build up EH such
that: {i, {i, j}} ∈ EH if and only if i 6= j and wx→(i, j) 6 sMM(x,Gx→).
In this way, if i is matched to {i, j} in H, then i derives a maximin
score of less than or equal to sMM(x,Gx→) from his comparison with j.
Clearly, H is polynomial in the size of G. Then, it can be shown that
x ∈ PWMM(G) if and only if there exists a matching of cardinality
|A|− 1 in H.

For NWMM we apply a similar technique as for NWBO: to see
whether x ∈ NWMM(G), we start with Gx← and check whether some
other alternative can achieve a higher maximin score than x in a com-
pletion of Gx←.

Theorem 9.11. NWMM can be solved in polynomial time.

Proof. We show how to check whether x ∈ NWMM(G). Consider the
graph G ′ = (A,w ′) = Gx←. The maximin score of x in G ′ is the worst
case maximin score of x, among all proper completions of G.

We now check whether there exists a y ∈ A \ {x}, which can get a
higher maximin score than the maximin score of x. For each y ∈ A \

{x}, construct a graph Gy = (A,wy) = G ′
y→. Now, we have complete

information to compute the best possible maximin score of y among
completions of G. If the maximin score of y in Gy is more than the
maximin score of x in G ′, then x /∈ NWMM(G). Otherwise, repeat
the procedure for each y ∈ A \ {x}. If the maximin score of each y
in corresponding Gy is not more than the maximin score of x in G ′,
then x ∈ NWMM(G).

We conclude the section by showing that PWSMM can be solved in
polynomial time. The proof proceeds by identifying the maximin val-
ues that could potentially be achieved simultaneously by all elements
of the set in question, and solving the problem for each of these val-
ues using similar techniques as in the proof of Theorem 9.10. Only a
polynomially bounded number of problems need to be considered.

Theorem 9.12. PWSMM can be solved in polynomial time.

Proof. Let G = (A,w) be a partial n-weighted tournament, and X ⊆
A. We give a polynomial time algorithm for checking whether X ∈
PWSMM(G). If X ∈ PWSMM(G) there must be a completion T ∈ [G]

and s∗ ∈ {0, . . . ,n} such that sMM(i, T) = s∗ for all i ∈ X. We check
for s∗ > n

2 , s∗ = n
2 , and s∗ < n

2 whether X can be made the set of
maximin winners with a maximin score of s∗.

Assume that s∗ > n
2 . Then, X ∈ PWSMM if and only if X is a single-

ton {x} and wx→(x, j) > n
2 for all j ∈ A \ {x}.

For s∗ = n
2 , it is possible that both (i, j) and (j, i) account for the

maximin score of i and j in the completion. We create a flow network flow network

N = (VN,EN, s, t, c) where VN = VH ∪ {s, t}. For each i ∈ A, there
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is an edge (s, i) in EN with capacity 1. For all distinct i, j ∈ A, there
are two edges (i, {i, j}) and (j, {i, j}) in EN with capacity 1 if w(i, j) 6
s∗ 6 n−w(j, i); otherwise there are no edges between i, j and {i, j}
in N. For all i, j ∈ X, there is an edge ({i, j}, t) in EN with capacity 2.
For each i ∈ A and each j ∈ A \X, EN contains an edge ({i, j}, t) with
capacity 1. We claim that the maximum value of the flow equals |A|

if and only if X ∈ PWSMM(G). Here, an edge (i, {i, j}) with nonzero
flow in a maximum flow corresponds to w(i, j) = w(j, i) = s∗ in the
completion if i, j ∈ X and to w(i, j) < s∗ if i ∈ A \X.

Finally, we consider s∗ < n
2 . We will show that there are at most

|A|2 possible values for s∗ that we need to check. Similarly as in the
proof of Theorem 9.10, for a given s∗, we construct an undirected
unweighted graph H = (VH,EH) with VH = A ∪ {{i, j} ⊆ A : i 6= j}.
Build up EH such that if i ∈ X then {i, {i, j}} ∈ EH if and only if
w(i, j) 6 s∗ and s∗ 6 n −w(j, i), and if i ∈ A \ X then {i, {i, j}} ∈
EH if and only if w(i, j) < s∗. We claim that there is a matching ofmatching

cardinality |A| in H if and only if there is a completion T in which
for all i ∈ X, sMM(i, T) = s∗ and for all i ∈ A \ X, sMM(i, T) < s∗.
Intuitively speaking, an edge {i, {i, j}} in such a matching corresponds
to w(i, j) = s∗ in the completion if i ∈ X and to w(i, j) < s∗ if i ∈ A \X.
If we increase s∗, the number of edges incident to a vertex i cannot
decrease for all i ∈ A \X. For a vertex i ∈ X, increasing s∗ can not only
add edges {i, {i, j}} but also remove them from H due to the condition
s∗ 6 n−w(j, i). Fortunately, the latter can only happen |X| · |A| 6 |A|2

times as this is the maximum number of distinct values for w(j, i). As
these are the only values for s∗ where H is about to lose an edge and
adding edges cannot decrease the size of the biggest matching, we
only need to check for s∗ ∈ {n−w(i ′, i ′′) : i ′ ∈ A, i ′′ ∈ X}∪ {0, n2 − 1}.

Obviously, all cases can be completed in polynomial time.

9.5.3 Ranked Pairs

We have shown in Section 8.1 that computing ranked pairs winners is
NP-hard for Tideman’s original variant of the method. As mentioned
in Section 9.3, this immediately implies that all problems concern-
ing possible or necessary winners are NP-hard as well. Therefore, we
focus on the tractable variant RPτ, which uses a fixed tie-breaking
rule τ. For this variant, the possible winner problem turns out to be
NP-hard. This also shows that tractability of the winner determina-
tion problem, while necessary for tractability of PW, is not generally
sufficient.

Theorem 9.13. PWRPτ is NP-complete.

Proof. Membership in NP is obvious, as for a given completion and
a given tie-breaking rule, the ranked pairs winner can be found effi-
ciently.
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NP-hardness can be shown by a reduction from SAT. For a Boolean
formula ϕ in conjunctive normal-form with a set C of clauses and
set P of propositional variables, we construct a partial 8-weighted
tournament Gϕ = (Aϕ,wϕ) as follows. For each variable p ∈ P, Aϕ
contains two literal alternatives p and p̄ and two auxiliary alternatives
p ′ and p̄ ′. For each clause c ∈ C, there is an alternative c. Finally,
there is an alternative d for which membership in PWRPτ(Gϕ) is to
be decided.

In order to conveniently describe the weight function wϕ, let us
introduce the following terminology. For two alternatives x,y ∈ Aϕ,
say that there is a heavy edge from x to y if wϕ(x,y) = 8 (and there-
fore wϕ(y, x) = 0). A medium edge from x to y means wϕ(x,y) = 6

and wϕ(y, x) = 2, and a light edge from x to y means wϕ(x,y) = 5

and wϕ(y, x) = 3. Finally, a partial edge between x and y means
wϕ(x,y) = wϕ(y, x) = 1.

We are now ready to define wϕ. For each variable p ∈ P, we have
heavy edges from p to p̄ ′ and from p̄ to p ′, and partial edges between
p and p ′ and between p̄ and p̄ ′. For each clause c ∈ C, we have a
medium edge from c to d and a heavy edge from the literal alternative
`i ∈ {p, p̄} to c if the corresponding literal `i appears in the clause c.
Finally, we have heavy edges from d to all auxiliary alternatives and
light edges from d to all literal alternatives. For all pairs x,y for which
no edge has been specified, we define wϕ(x,y) = wϕ(y, x) = 4.

Observe that the only pairs of alternatives for which wϕ is not fully
specified are those pairs that are connected by a partial edge. It can
be shown that alternative d is a possible ranked pairs winner in Gϕ
if and only if ϕ is satisfiable. Intuitively, choosing a completion w ′ of
wϕ such that w ′(p ′,p) is large and w ′(p̄ ′, p̄) is small corresponds to
setting the variable p to “true.” Since the proof is very similar to the
one of Theorem 8.7, we omit the details.

Since RPτ is resolute, hardness of PWSRPτ follows immediately.

Corollary 9.14. PWSRPτ is NP-complete.

Computing necessary ranked pairs winners turns out to be coNP-
complete. This is again somewhat surprising, as computing necessary
winners is often considerably easier than computing possible winners,
for both partial tournaments and partial preference profiles (Xia and
Conitzer, 2011).

Theorem 9.15. NWRPτ is coNP-complete.

Proof. Membership in coNP is again obvious. For hardness, we give
a reduction from UNSAT that is a slight variation of the reduction in
the proof of Theorem 9.13. We introduce a new alternative d∗, which
has heavy edges to all alternatives in Aϕ except d. Furthermore, there
is a light edge from d to d∗. It can be shown that d∗ is a necessary
ranked pairs winner in this partial 8-weighted tournament if and only
if ϕ is unsatisfiable.
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9.6 summary

In this chapter, we have investigated the problem of computing pos-
sible and necessary winners in a setting where partially specified
(weighted or unweighted) tournaments instead of preference profiles
are given as input. Table 8 summarizes our findings.

A key conclusion is that computational problems for partial tour-
naments can be significantly easier than their counterparts for par-
tial profiles. For example, possible Borda or maximin winners can
be found efficiently for partial tournaments, whereas the correspond-
ing problems for partial profiles are NP-complete (Xia and Conitzer,
2011).

While tractability of the winner determination problem is necessary
for tractability of the possible or necessary winners problems, the
results for RPτ show that it is not sufficient. We further considered the
problem of deciding whether a given subset of alternatives equals the
winner set for some completion of the partial tournament. The results
for UC imply that this problem cannot be reduced to the computation
of possible or necessary winners. Whether a reduction exists in the
opposite direction remains an open problem.

Partial tournaments have also been studied in their own right, inde-
pendent of their possible completions. For instance, Dutta and Laslier
(1999) and Peris and Subiza (1999) have generalized several tourna-
ment solutions to incomplete tournaments by directly adapting their
definitions. In this context, the notion of possible winners suggests
a canonical way to generalize a tournament solution to incomplete
tournaments, sometimes referred to as the “conservative extension.”
The positive computational results in this chapter are an indication
that this may be a promising approach.

S PWS NWS PWSS

COND in P (Lang et al., 2012) in P (Lang et al., 2012) in P (Thm. 9.1)
CO in P (Thm. 9.2)a in P (Thm. 9.2)a in P (Thm. 9.2)
TC in P (Lang et al., 2012)a in P (Lang et al., 2012) in P (Thm. 9.3)
UC in P (Thm. 9.4) in P (Thm. 9.5) NP-C (Thm. 9.6)

BO in P (Thm. 9.7)a in P (Thm. 9.9) in P (Thm. 9.8)
MM in P (Thm. 9.10)a in P (Thm. 9.11) in P (Thm. 9.12)
RPτ NP-C (Thm. 9.13) coNP-C (Thm. 9.15) NP-C (Cor. 9.14)

a This P-time result contrasts with the intractability of the same problem
for partial preference profiles (Lang et al., 2012; Xia and Conitzer, 2011).

Table 8: Complexity of computing possible and necessary winners of partial
tournaments
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M I N I M A L R E T E N T I V E S E T S I N T O U R N A M E N T S

We now focus on axiomatic properties of unweighted tournament
solutions. For any given tournament solution S, there is another tour-
nament solution S̊ which returns the union of all inclusion-minimal
sets that satisfy S-retentiveness, a natural stability criterion with re-
spect to S. Schwartz’s tournament equilibrium set (TEQ) is defined
recursively as TEQ = ˚TEQ. After introducing the necessary concepts,
we study in Section 10.4 under which circumstances a number of im-
portant axiomatic properties are inherited from S to S̊. We obtain se-
quences of attractive and efficiently computable tournament solutions
that “approximate” TEQ, which itself is computationally intractable.
The asymptotic behavior of these sequences is studied in Section 10.5.
In Section 10.6, we finally prove a weaker version of a recently dis-
proved conjecture surrounding TEQ, which establishes T̊C—a refine-
ment of the top cycle—as an interesting new tournament solution.

10.1 motivation

The tournament equilibrium set (TEQ), introduced by Schwartz (1990), TEQ

ranks among the most intriguing, but also among the most enigmatic,
tournament solutions. Schwartz defined TEQ on the basis of the con-
cept of retentiveness. For a given tournament solution S, a set B of retentiveness

alternatives is said to be S-retentive if S selects from each dominator
set of some alternative in B a subset of alternatives that is contained
in B. The requirement of retentiveness can be argued for from the
perspective of cooperative majority voting, where the voters have to
come to an eventual agreement as to which alternative to elect (see
Schwartz, 1990, for more details). Additionally, retentiveness strongly
resembles the game-theoretic notion of closure under best-response
behavior (Basu and Weibull, 1991).

Schwartz defines TEQ as the union of all inclusion-minimal TEQ-
retentive sets. This is a proper recursive definition, as the cardinal-
ity of the set of dominators of an alternative in a particular set is
always smaller than the cardinality of the set itself. Schwartz fur-
thermore conjectured that every tournament contains a unique mini- Schwartz’s

conjecturemal TEQ-retentive set. As was shown by Laffond et al. (1993a) and
Houy (2009a,b), TEQ satisfies any one of a number of important
properties such as monotonicity if and only if Schwartz’s conjecture
holds. Brandt et al. (2013) recently disproved Schwartz’s conjecture
by showing the existence of a counter-example of astronomic propor-
tions. The interest in TEQ and retentiveness in general, however, is

141
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hardly diminished as concrete counter-examples to Schwartz’s conjec-
ture have never been encountered, even when resorting to extensive
computer experiments (Brandt et al., 2010). Apparently, TEQ satis-
fies the above mentioned properties for all practical matters. A small
number of properties is known to hold independently of Schwartz’s
conjecture: TEQ is contained in the Banks set (Schwartz, 1990), satis-
fies composition-consistency (Laffond et al., 1996), and is NP-hard to
compute (Brandt et al., 2010).

In this chapter, we intend to shed more light on the fascinating
notion of retentiveness by viewing the matter from a more general
perspective. For any given tournament solution S, we define another
tournament solution S̊ (“S ring”) which yields the union of all mini-
mal S-retentive sets. The top cycle, for example, coincides with ˚TRIV.
By definition, TEQ is the only tournament solution S for which S̊

equals S.
With every tournament solution S we then associate an infinite se-

quence (S(0),S(1),S(2), . . .) of tournament solutions such that S(0) =

S and S(k+1) = ˚S(k) for all k > 0. Our investigation concentrates on
three main issues regarding such sequences and the solution concepts
therein: (i) the inheritance of desirable properties, (ii) their asymptotic
behavior, and (iii) the uniqueness of minimal retentive sets.

First, while TEQ itself fails to satisfy the desirable properties men-
tioned above in very large tournaments, we do know that some less
sophisticated tournament solutions such as TRIV do. In Section 10.4,
we therefore investigate which properties are inherited from S to S̊,
and vice versa. We find that the former is the case for most of the
properties mentioned above, provided that S always admits a unique
minimal S-retentive set, whereas the latter also holds without this as-
sumption. Composition-consistency is a notable exception: we prove
that TEQ is the only composition-consistent tournament solution de-
fined via retentiveness.

Second, we find that for every S the sequence (S(0),S(1),S(2), . . .)
converges to TEQ. In Section 10.5, we investigate the properties of
these sequences in more detail by focusing on the class of tourna-
ments for which Schwartz’s conjecture holds. We show that all tour-
nament solutions in the sequence associated with the trivial tourna-
ment solution TRIV are contained in one another, contain TEQ, and,
by the inheritance results of Section 10.4, share the desirable proper-
ties of TRIV. Efficient computability turns out to be inherited from S

to S̊ even without any additional assumptions. While this does not
imply that TEQ itself is efficiently computable, the tournament solu-
tions in the sequence for TRIV provide better and better efficiently
computable approximations of TEQ. We also establish tight bounds on
the minimal number k such that S(k) is guaranteed to coincide with
TEQ, relative to the size of the tournament in question.
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Third, the sequence associated with each tournament solution gives
rise to a corresponding sequence of weaker versions of Schwartz’s
conjecture. The first such statement regarding the sequence for TRIV
alleges that every tournament has a unique minimal TRIV-retentive
set and was proved by Good (1971). In Section 10.6 we prove the
second statement: there is a unique minimal TC-retentive set in ev-
ery tournament. We conclude by giving an example of a well-known
tournament solution for which the analogous statement does not
hold. More precisely, we identify a tournament with disjoint Copeland-
retentive sets.

10.2 tournaments

In this section, we provide the terminology and notation required for
our results. For a more extensive treatment of tournament solutions
and their properties the reader is referred to Laslier (1997). In contrast
to the previous chapter, we define tournament solutions for a variable variable agenda

agenda. This allows us to formulate properties that relate choice sets
from different subtournaments with each other (see Definition 10.10

on page 148). The definition of a tournament needs to be adapted as
well for the purposes of this chapter.

Let U denote a universe of alternatives. A (finite) tournament T is a tournament

pair (A,�), where A is a finite and nonempty subset of U and � is an
asymmetric and complete binary relation on U, usually referred to as
the dominance relation. Intuitively, a � b signifies that alternative a is dominance relation

preferable to alternative b. In a social choice context, the dominance
relation is defined via the strict majority relation PM, but �may have
very different interpretations in other contexts. The dominance rela-
tion can be extended to sets of alternatives by writing A � B when
a � b for all a ∈ A and b ∈ B. We further write T (U) for the set of
all tournaments (A,�) with A ⊆ U.

The dominion and the dominators of an alternative (see page 127)
can be defined with respect to a given subset of alternatives. For a
tournament (A,�), an alternative a ∈ A, and a subset B ⊆ A of
alternatives, we denote by DB,�(a) the dominion of a in B, i.e., dominion

DB,�(a) = {b ∈ B : a � b },

and by DB,�(a) the dominators of a in B, i.e., dominators

DB,�(a) = {b ∈ B : b � a }.

Whenever the dominance relation � is known from the context or B
is the set of all alternatives A, the respective subscript will be omitted
to improve readability. We further write T |B = (B, {(a,b) ∈ B× B :

a � b}) for the restriction of T to B.
The order |T | of a tournament T = (A,�) refers to the cardinality order
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of A, and Tn denotes the set of all tournaments with at most n alter-
natives, i.e.,

Tn = {T ∈ T (U) : |T | 6 n}.

We will sometimes write that a statement holds in Tn if the statement
holds for all tournaments T ∈ Tn.

A tournament isomorphism of two tournaments (A,�) and (A ′,� ′)tournament
isomorphism is a bijection π : A → A ′ such that for all a,b ∈ A, a � b if and only

if π(a) � ′ π(b).
An important structural notion in the context of tournaments is

that of a component. A component is a subset of alternatives that bear
the same relationship to all alternatives not in the set.

Definition 10.1. Let T = (A,�) be a tournament. A nonempty subset B of
A is a component of T if for all a ∈ A \B, either B � {a} or {a} � B.

For a given tournament T̃ , a new tournament T can be constructed
by replacing each alternative with a component. For notational con-
venience, we tacitly assume that N ⊆ U.

Definition 10.2. Let B1, . . . ,Bk ⊆ U be pairwise disjoint sets and consider
tournaments T̃ = ({1, . . . ,k}, �̃) and T1 = (B1,�1), . . . , Tk = (Bk,�k).
The product of T1, . . . , Tk with respect to T̃ , denoted by Π(T̃ , T1, . . . , Tk), is
the tournament (A,�) such thatA =

⋃k
i=1 Bi and for all b1 ∈ Bi,b2 ∈ Bj,

b1 � b2 if and only if i = j and b1 �i b2, or i 6= j and i �̃ j.

Let Cond(T) denote the set of Condorcet winners of T = (A,�), i.e.,
Cond(T) = {a ∈ A : a � b for all b ∈ A \ {a}}.1 Due to the asymme-
try of the dominance relation, every tournament contains at most one
Condorcet winner. We are now ready to formally define a tournament
solution S with a variable agenda. Call S is nontrivial if there exists aS is nontrivial iff

S 6= TRIV tournament T = (A,�) such that S(T) is a strict subset ofA. Following
Laslier (1997), we require a tournament solution to be independent of
alternatives outside the tournament, invariant under tournament iso-
morphisms, and to choose the Condorcet winner whenever it exists.

Definition 10.3. A tournament solution is a function S : T (U)→ 2U \∅
such that

(i) S(T) = S(T ′) ⊆ A for all tournaments T = (A,�) and T ′ = (A,� ′)
such that T |A = T ′|A;

(ii) S((π(A),� ′)) = π(S((A,�))) for all tournaments (A,�) and
(A ′,� ′) and bijections π : A → A ′ such π is a tournament iso-
morphism of (A,�) and (A ′,� ′); and

(iii) S(T) = Cond(T) whenever S is nontrivial and Cond(T) 6= ∅.
1 In contrast to the choice set of the C1 function COND, Cond(T) may be empty.
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All the C1 functions introduced in Section 7.2.1 easily generalize
to the variable agenda setting and satisfy the conditions of Defini-
tion 10.3. To avoid cluttered notation, we write S(A,�) instead of
S((A,�)) for a tournament (A,�). Furthermore, we frequently write
S(B) instead of S(B,�) for a subset B ⊆ A of alternatives, if the dom-
inance relation � is known from the context.

10.3 retentive sets

Motivated by cooperative majority voting, Schwartz (1990) intro-
duced a tournament solution based on a notion he calls retentive-
ness. The intuition underlying retentive sets is that alternative a is
only “properly” dominated by alternative b if b is chosen among a’s
dominators by some underlying tournament solution S. A set of al-
ternatives is then called S-retentive if none of its elements is properly
dominated by some alternative outside the set.

Definition 10.4. Let S be a tournament solution and T = (A,�) a tour-
nament. Then, B ⊆ A is S-retentive in T if B 6= ∅ and S(D(b)) ⊆ B

for all b ∈ B such that D(b) 6= ∅. The set of S-retentive sets for a given
tournament T = (A,�) will be denoted by RS(T), i.e.,

RS(T) = {B ⊆ A : B is S-retentive in T }.

Fix an arbitrary tournament solution S. Since the set of all alter-
natives is trivially S-retentive, S-retentive sets are guaranteed to ex-
ist. If a Condorcet winner exists, it must clearly be contained in any
S-retentive set. The union of all (inclusion-)minimal S-retentive sets
thus defines a tournament solution.

Definition 10.5. Let S be a tournament solution. Then, the tournament
solution S̊ is given by

S̊(T) =
⋃

min
⊆

(RS(T)).

Consider for example the tournament solution TRIV, which always
selects the set of all alternatives. It is easily verified that there always
exists a unique minimal TRIV-retentive set, and that in fact ˚TRIV = TC.
See Figure 40 for an example tournament.

For a tournament solution S, we say that RS is pairwise intersecting pairwise intersecting

if for each tournament T and for all sets B,C ∈ RS(T), B ∩ C 6= ∅.
Observe that the nonempty intersection of any two S-retentive sets is
itself S-retentive. We thus have the following.

Proposition 10.6. For every tournament solution S, RS admits a unique
minimal element if and only if RS is pairwise intersecting.

Schwartz introduced retentiveness in order to recursively define
the tournament equilibrium set (TEQ) as the union of minimal TEQ-
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b c

a

d e

x D(x) TC(D(x))

a {c} {c}

b {a, e} {a}

c {b,d} {b}

d {a,b} {a}

e {a, c,d} {a, c,d}

Figure 40: Example tournament T = ({a,b, c,d, e},�) with ˚TRIV(T) =
TC(T) = {a,b, c,d, e} and T̊C(T) = {a,b, c}. RTC(T) contains the
sets {a,b, c}, {a,b, c,d}, and {a,b, c,d, e}.

retentive sets. This recursion is well-defined because the order of the
dominator set of any alternative is strictly smaller than the order of
the original tournament.

Definition 10.7 (Schwartz, 1990). The tournament equilibrium set
(TEQ) is defined recursively as TEQ = ˚TEQ.

In other words, TEQ is the unique fixed point of the ◦-operator. In
the tournament of Figure 40, TEQ coincides with T̊C. Schwartz conjec-
tured that every tournament admits a unique minimal TEQ-retentive
set. This conjecture was recently disproved by a non-constructive ar-
gument using the probabilistic method (Brandt et al., 2013). While
this proof showed the existence of a counter-example, no concretecounter-example

counter-example (or even the exact size of one) is known. We let
nTEQ denote the largest number n such that Tn does not contain a
counter-example.

Definition 10.8. nTEQ denotes the largest integer n such that RTEQ is
pairwise intersecting in Tn.

Only very rough bounds on nTEQ are known. The proof of Brandt
et al. (2013) yields nTEQ 6 10136, and an exhaustive computer analysis
has shown that nTEQ > 12 (Brandt et al., 2010).

It turns out that the existence of a unique minimal S-retentive set
is quintessential for showing that S̊ satisfies several important prop-
erties to be defined in the next section. Although minimal TEQ-
retentive sets are not unique in general, it was shown by Laffond
et al. (1993a) and Houy (2009a,b) that TEQ satisfies these properties
for all tournaments in TnTEQ .

The ◦-operator can also be applied iteratively. Inductively define

S(0) = S and S(k+1) = ˚
S(k),

and consider the sequence (S(n))n∈N0
= (S(0),S(1),S(2), . . .). We say

that (S(n))n converges to a tournament solution S ′ if for each tourna-convergence

ment T , there exists kT ∈N0 such that S(n)(T) = S ′(T) for all n > kT .
It turns out that the limit of all these sequences is TEQ.
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Theorem 10.9. Every tournament solution converges to TEQ.

Proof. Let S be a tournament solution. We show by induction on n
that

S(n−1)(T) = TEQ(T).

for all tournaments T ∈ Tn. The case n = 1 is trivial. For the induc-
tion step, let T = (A,�) be a tournament of order |A| = n+ 1. We
have to show that S(n)(T) = TEQ(T). Since S(n) is defined as the
union of all minimal S(n−1)-retentive sets, it suffices to show that a
subset B ⊆ A is S(n−1)-retentive if and only if it is TEQ-retentive. We
have the following chain of equivalences:

B is S(n−1)-retentive ⇔ for all b ∈ B, S(n−1)(D(b)) ⊆ B

⇔ for all b ∈ B, TEQ(D(b)) ⊆ B

⇔ B is TEQ-retentive.

In particular, the second equivalence follows from the induction hy-
pothesis, since obviously |D(a)| 6 n for all a ∈ A.

10.4 properties of tournament solutions based on re-
tentiveness

In order to compare tournament solutions with one another, a num-
ber of desirable properties have been identified. In this section, we re-
view five of the most common properties—monotonicity, independence
of unchosen alternatives, the weak and strong superset properties, and γ̂—
and investigate which of them are inherited from S to S̊ or from S̊ to S.
We furthermore show that composition-consistency is never inherited.

10.4.1 Basic Properties

A tournament solution is monotonic if a chosen alternative remains
in the choice set when its dominion is enlarged, while everything
else remains unchanged. It is independent of unchosen alternatives if
the choice set is invariant under any modification of the dominance
relation among the alternatives that are not chosen. A tournament
solution satisfies the weak superset property if no new alternatives
are chosen when unchosen alternatives are removed, and the strong
superset property if in this case the choice set remains unchanged.
Finally, γ̂ requires that if a the same set of alternatives is selected
in two subtournaments (B1,�) and (B2,�) of the same tournament
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(A,�), then this set is also selected in the tournament (B1 ∪ B2,�).2
Formally, we have the following definitions.3

Definition 10.10. Let S be a tournament solution.

(i) S satisfies monotonicity (MON) if for all a ∈ A, a ∈ S(T) implies
a ∈ S(T ′) for all tournaments T = (A,�) and T ′ = (A,� ′) such
that T |A\{a} = T

′|A\{a} and D�(a) ⊆ D� ′(a).

(ii) S satisfies independence of unchosen alternatives (IUA) if S(T) =
S(T ′) for all tournaments T = (A,�) and T ′ = (A,� ′) such that
T |S(T)∪{a} = T

′|S(T)∪{a} for all a ∈ A.

(iii) S satisfies the weak superset property (WSP) if S(B) ⊆ S(A) for
all tournaments (A,�) and B ⊆ A such that S(A) ⊆ B.

(iv) S satisfies the strong superset property (SSP) if S(B) = S(A) for
all tournaments (A,�) and B ⊆ A such that S(A) ⊆ B.

(v) S satisfies γ̂ if S(B1) = S(B2) implies S(B1 ∪ B2) = S(B1) = S(B2)
for all tournaments (A,�) and all B1,B2 ⊆ A.

The five properties just defined—MON, IUA, WSP, SSP, and γ̂—will
be called basic properties of tournament solutions. Observe that SSPbasic properties

implies WSP. Furthermore, the conjunction of MON and SSP implies
IUA. To prove that a tournament solution satisfies all basic properties
it is therefore sufficient to show that it satisfies MON, SSP, and γ̂.

While TRIV trivially satisfies all basic properties, more discrimi-
native tournament solutions often fail to satisfy some of them. For
example, the Copeland set (CO) only satisfies MON and the Banks
set (BA) and the uncovered set (UC) only satisfy MON and WSP. The
minimal covering set (MC), on the other hand, satisfies all basic prop-
erties. The same holds for TEQ for all tournaments in TnTEQ (Laffond
et al., 1993a; Houy, 2009a,b). Refer to Section A.3 in the appendix for
a complete list of tournament solutions and their properties.

10.4.2 Inheritance of Basic Properties

When studying the inheritance of properties from S to S̊ and vice
versa, we will make use of the following particular type of decom-
posable tournament. Let C3 = ({1, 2, 3},�) with 1 � 2 � 3 � 1, and
let Ix be the unique tournament on {x}. For three tournaments T1, T2,

2 γ̂ is a variant of the better-known expansion property γ, which, together with Sen’s α,
figures prominently in the characterization of rationalizable choice functions (Brandt
and Harrenstein, 2011).

3 Our terminology differs slightly from those of Laslier (1997) and others. Independence
of unchosen alternatives is also called independence of the losers or independence of non-
winners. The weak superset property has been referred to as ε+ or as the Aïzerman
property.
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T

b

a

Figure 41: Tournament C(T , Ia, Ib) for a given tournament T . The gray circle
represents a component isomorphic to the original tournament T .
An edge incident to a component signifies that there is an edge of
the same direction incident to each alternative in the component.

and T3 on disjoint sets of alternatives, let C(T1, T2, T3) be their product
with respect to C3, i.e.,

C(T1, T2, T3) = Π(C3; T1, T2, T3).

Figure 41 illustrates the structure of C(T , Ia, Ib) for a given tourna-
ment T . We have the following lemma.

Lemma 10.11. Let S be a tournament solution. Then, for each tourna-
ment T = (A,�) and a,b /∈ A,

S̊(C(T , Ia, Ib)) = {a,b}∪ S(T).

Proof. Let B = S̊(C(T , Ia, Ib)) and observe that B∩A 6= ∅, because
neither {a,b} nor any of its subsets is S-retentive. Since a is the Con-
dorcet winner in D(b) = {a} and b is the Condorcet winner in D(c)

for any c ∈ B ∩A, by S-retentiveness of B we have that a ∈ B and
b ∈ B. Also by retentiveness of B, we have S(D(a)) = S(T) ⊆ B. We
have thus shown that every S-retentive set must contain {a,b}∪ S(T),
and that {a,b}∪ S(T) is itself S-retentive.

We are now ready to show that a number of desirable properties
are inherited from S̊ to S.

Theorem 10.12. Let S be a tournament solution. Then each of the five basic
properties is satisfied by S if it is satisfied by S̊.

Proof. We show the following: if S violates one of the five basic prop-
erties MON, IUA, WSP, SSP, or γ̂, then S̊ violates the same property.
Observe that if S violates any of these properties, this is witnessed by
a tournament T = (A,�) that serves as a counter-example. In the case
of SSP (or WSP), there exists a set B ⊂ A such that S(A) ⊆ B ⊂ A and
S(B) 6= S(A) (or S(B) * S(A), respectively). In the case of MON, there
exists a ∈ S(T) such that a /∈ S(T ′) for a tournament T ′ = (A,� ′)
that satisfies T |A\{a} = T ′|A\{a} and D�(a) ⊆ D� ′(a). In the case
of IUA, S(T) 6= S(T ′) for a tournament T ′ = (A,� ′) that satisfies
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T |S(T)∪{a} = T ′|S(T)∪{a} for all a ∈ A. In the case of γ̂, there exist
subsets B1,B2 ⊆ A such that S(B1) = S(B2) and S(B1 ∪B2) 6= S(B1).

It thus suffices to show how a counter-example T for S can be
transformed into a counter-example T ′ for S̊. Let a,b /∈ A and de-
fine T ′ = C(T , Ia, Ib). Lemma 10.11 implies that S̊(T ′) = {a,b} ∪ S(T).
Hence, tournament T ′ constitutes a counter-example for S̊.

If RS is pairwise intersecting, a similar statement holds for the op-
posite direction. The conjunction of two properties P and Q is denoted
by P∧Q.

Theorem 10.13. Let S be a tournament solution such that RS is pairwise
intersecting, and let P be any of the properties SSP, WSP, IUA, MON∧ SSP,
or γ̂∧ SSP. Then, P is satisfied by S if and only if it is satisfied by S̊.

Proof. Assume that RS is pairwise intersecting. We need to show that
each of the properties SSP, WSP, IUA, MON∧ SSP, and γ̂∧ SSP is sat-
isfied by S if and only if it is satisfied by S̊. The direction from right
to left follows from Theorem 10.12. We now show that the properties
are inherited from S to S̊.

Assume that S satisfies SSP. Let T = (A,�) be a tournament,
and consider an alternative x ∈ A \ S̊(T). We need to show that
S̊(T ′) = S̊(T), where T ′ = (A \ {x},�). Since RS is assumed to
be pairwise intersecting, it suffices to show that for all a ∈ S̊(T),
S(DA(a)) = S(DA\{x}(a)). To this end, consider an arbitrary a ∈
S̊(T). If x /∈ DA(a), then obviously DA(a) = DA\{x}(a) and thus
S(DA(a)) = S(DA\{x}(a)). Assume on the other hand that x ∈ DA(a).
Since a ∈ S̊(T) and x /∈ S̊(T), it follows that x /∈ S(DA(a)), as other-
wise S̊(T) would not be S-retentive. Since S satisfies SSP, we obtain
S(DA(a)) = S(DA\{x}(a)) as desired.

Assume that S satisfies WSP. Let T = (A,�) be a tournament, and
consider an alternative x ∈ A \ S̊(T). We need to show that S̊(T ′) ⊆
S̊(T), where T ′ = (A \ {x},�). Since RS is assumed to be pairwise
intersecting, it suffices to show that S̊(T) is also S-retentive in T ′. To
this end, consider an arbitrary a ∈ S̊(T). Since S satisfies WSP, we
have that S(DA\{x}(a)) ⊆ S(DA(a)). Furthermore, by S-retentiveness
of S̊(T), S(DA(a)) ⊆ S̊(T) and thus S(DA\{x}(a)) ⊆ S̊(T).

Assume that S satisfies IUA. Let T = (A,�) and T ′ = (A,� ′) be
tournaments with x,y ∈ A \ S̊(T) and T |A\{x,y} = T ′|A\{x,y}. We
need to show that S̊(T) = S̊(T ′). Since RS is assumed to be pair-
wise intersecting, it suffices to show that for all a ∈ S̊(T), S(D�(a),�
) = S(D� ′(a),� ′). To this end, consider an arbitrary a ∈ S̊(T).
By assumption, a 6= x and a 6= y. First consider the case when
both x ∈ D�(a) and y ∈ D�(a). Then, D�(a) = D� ′(a) and, by
S-retentiveness of S̊(T), x,y /∈ S(D�(a),�). Since S satisfies IUA,
S(D�(a),�) = S(D� ′(a),� ′) as required. Now consider the case
when x /∈ D�(a) or y /∈ D�(a). Then, T |D�(a) = T ′|D�′(a), and the
claim follows immediately.
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Assume that S satisfies MON and SSP. We have already seen that
SSP is inherited, so it remains to be shown that S̊ satisfies MON. The
following argument is adapted from the proof of Proposition 3.6 in
Laffond et al. (1993a). Let T = (A,�) be a tournament, and consider
two alternatives a,b ∈ A such that a ∈ S̊(T) and b � a. Let T ′ =
(A,� ′) be the tournament with T |A\{a} = T ′|A\{a} and D� ′(a) =

D�(a) ∪ {b}. We have to show that a ∈ S̊(T ′). To this end, we claim
that for all c ∈ A \ {a},

a /∈ S(D� ′(c),� ′) implies S(D�(c),�) = S(D� ′(c),� ′). (8)

Consider the case when c 6= b and assume that a /∈ S(D� ′(c),� ′). It
follows from monotonicity of S that a /∈ S(D�(c),�). To see this, ob-
serve that monotonicity of S implies that a ∈ S(D� ′(c),� ′) whenever
a ∈ S(D�(c),�). Now, since S satisfies SSP,

S(D� ′(c),� ′) = S(D� ′(c) \ {a},� ′) and

S(D�(c),�) = S(D�(c) \ {a},�).

It is easily verified that (D� ′(c) \ {a},� ′) = (D�(c) \ {a},�), thus we
have S(D� ′(c),� ′) = S(D�(c),�).

If c = b, then a /∈ S(D� ′(b),� ′) together with SSP of S implies
S(D� ′(b),� ′) = S(D� ′(b) \ {a},� ′). Furthermore, by definition of T
and T ′, (D� ′(b) \ {a},� ′) = (D�(b),�) and thus S(D� ′(b),� ′) =

S(D�(b),�). This proves (8).
We proceed to show that a ∈ S̊(T ′). Assume for contradiction that

this is not the case. We claim that this implies that

S̊(T ′) is S-retentive in T . (9)

To see this, consider c ∈ S̊(T ′). We have to show that S(D�(c),�
) ⊆ S̊(T ′). Since, by assumption, a /∈ S̊(T ′), we have that a /∈
S(D� ′(c),� ′). We can thus apply (8) and get

S(D�(c),�) = S(D� ′(c),� ′) for all c ∈ S̊(T ′),

which, together with the S-retentiveness of S̊(T ′) in T ′, implies (9).
Having assumed that RS is pairwise intersecting, it follows from (9)

that S̊(T) ⊆ S̊(T ′). Hence, a /∈ S̊(T), a contradiction. This shows that
S̊ satisfies MON.

Finally assume that S satisfies γ̂ and SSP. We already know from
the above that S̊ satisfies SSP, so it remains to be shown that S̊ satisfies
γ̂. Let T = (A,�) be a tournament, and consider two subsets B1,B2 ⊆
A such that S̊(B1) = S̊(B2) = C. We have to show that S̊(B1 ∪B2) = C.
Since RS is assumed to be pairwise intersecting, it suffices to show
that for all c ∈ C, S(DB1∪B2(c)) = S(DB1(c)). To this end, consider
an arbitrary c ∈ C. As S̊(B1) and S̊(B2) are S-retentive in B1 and B2,
respectively, we have S(DBi(c)) ⊆ C ⊆ B1 ∩ B2 for i ∈ {1, 2}. The
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fact that S satisfies SSP now implies S(DB1∩B2(c)) = S(DB1(c)) and
S(DB1∩B2(c)) = S(DB2(c)), and thus S(DB1(c)) = S(DB2(c)). Since S
satisfies γ̂, we have S(DB1∪B2(c)) = S(DB1(c)∪DB2(c)) = S(DB1(c)),
as desired.

We proceed by identifying tournament solutions for which Theo-
rem 10.13 can be applied. The following lemma will be useful.

Lemma 10.14. Let S1 and S2 be tournament solutions such that S1 ⊆ S2
and RS1 is pairwise intersecting. Then, RS2 is pairwise intersecting and
S̊1 ⊆ S̊2.

Proof. First observe that S1 ⊆ S2 implies that every S2-retentive set is
S1-retentive. Now assume for contradiction that RS2 is not pairwise
intersecting and consider a tournament (A,�) with two disjoint S2-
retentive sets B,C ⊆ A. Then, by the above observation, B and C are
S1-retentive, which contradicts the assumption that RS1 is pairwise
intersecting.

Furthermore, for every tournament T , S̊2(T) is S1-retentive and
thus contains the unique minimal S1-retentive set, i.e., S̊1(T) ⊆
S̊2(T).

Theorem 10.15. Let S be a tournament solution such that TEQ ⊆ S in
TnTEQ . Then, RS(k) is pairwise intersecting in TnTEQ for all k ∈N0.

Proof. We first prove by induction on k that, for all k ∈ N0, TEQ ⊆
S(k) in TnTEQ . The case k = 0 holds by assumption. Now let T be a
tournament in TnTEQ and suppose that TEQ(T) ⊆ S(k)(T) for some
k ∈ N0. By definition, S(k+1)(T) is S(k)-retentive. We can thus apply
the induction hypothesis to obtain that S(k+1)(T) is TEQ-retentive.
Since the minimal TEQ-retentive set of T is unique, it is contained in
any TEQ-retentive set, and we have that TEQ(T) ⊆ S(k+1)(T). This
proves that TEQ(T) ⊆ S(k)(T) for all T ∈ TnTEQ and all k ∈N0.

We can now apply Lemma 10.14 with S1 = TEQ and S2 = S(k) to
show that RS(k) is pairwise intersecting in TnTEQ for all k ∈N0.

Among the tournament solutions that satisfy the conditions of The-
orem 10.15 are TRIV, TC, MC, UC, and BA (see the proof of Theo-
rem 10.19 on 154).

10.4.3 Composition-Consistency

We conclude this section by showing that, among all tournament solu-
tions that are defined as the union of all minimal retentive sets with
respect to some tournament solution, TEQ is the only one that is
composition-consistent. Composition-consistent tournament solutions
choose the “best” alternatives from the “best” components.
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Definition 10.16. A tournament solution S is composition-consistent if
for all tournaments T , T1, . . . , Tk, and T̃ = ({1, . . . ,k}, �̃) such that T =

Π(T̃ , T1, . . . , Tk),

S(T) =
⋃

i∈S(T̃)

S(Ti).

Tournament solutions satisfying this property include TRIV, UC,
BA, and TEQ. However, S̊ is not composition-consistent unless S
equals TEQ.

Proposition 10.17. Let S be a tournament solution. Then, S̊ is composition-
consistent if and only if S = TEQ.

Proof. It is well-known that TEQ is composition-consistent (Laffond
et al., 1996). For the direction from left to right, let S be a tourna-
ment solution different from TEQ, and assume that S̊ is composition-
consistent. Since TEQ is the only tournament solution S ′ such that
S ′ = S̊ ′, there has to exist a tournament T = (A,�) such that S(T) 6=
S̊(T). Let a,b /∈ A, and define T∗ = C(T , Ia, Ib). By Lemma 10.11,

S̊(T∗) = {a,b}∪ S(T).

On the other hand, by composition-consistency of S̊,

S̊(T∗) = S̊(T)∪ S̊(Ia)∪ S̊(Ib) = {a,b}∪ S̊(T).

It follows that S(T) = S̊(T), a contradiction.

The composition-consistent hull of a tournament solution S, denoted
by S∗, is defined as the inclusion-minimal tournament solution that
is composition-consistent and contains S (Laffond et al., 1996). It can
be shown that (S̊)∗ = S∗ for all tournament solutions S that satisfy
S̊ ⊆ S.

10.5 convergence to teq

By Theorem 10.9, every tournament solution converges to TEQ. Par-
ticularly well-behaved types of convergence are those that either yield
larger and larger subsets of TEQ or smaller and smaller supersets of
TEQ. The problem with the former type is that no natural refinement
of TEQ is known and it is doubtful whether any such refinement
would be efficiently computable. The latter type, however, turns out
to be particularly useful.

Call a sequence (S(n))n∈N0
contracting if for all k ∈ N0, S(k+1) ⊆ contracting

sequencesS(k). Intuitively, the elements of such a sequence constitute better
and better “approximations” of TEQ. The following lemma identifies
a sufficient condition for a sequence to be contracting.
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Lemma 10.18. Let S be a tournament solution such that TEQ ⊆ S in TnTEQ .
If S̊ ⊆ S in TnTEQ , then S(k+1) ⊆ S(k) in TnTEQ for all k ∈N0.

Proof. We prove the statement by induction on k for all tourna-
ments in TnTEQ . S̊ ⊆ S holds by assumption. Now suppose that
S(k) ⊆ S(k−1) for some k ∈N0. As in the proof of Theorem 10.15, one
can show that TEQ ⊆ S(k). Applying Lemma 10.14 with S1 = TEQ
and S2 = S(k) yields that RS(k) is pairwise intersecting. Therefore,
we can apply Lemma 10.14 again, this time with S1 = S(k) and
S2 = S

(k−1), which gives S(k+1) ⊆ S(k).

Theorem 10.19. For all tournaments with at most nTEQ alternatives, the
tournament solutions TRIV, TC, MC, UC, and BA give rise to contracting
sequences.

Proof. As TRIV obviously satisfies the assumptions of Lemma 10.18,
(TRIV(n))n and (TC(n))n are contracting. MC satisfies the assump-
tions because TEQ ⊆ MC in TnTEQ (Laffond et al., 1993a) and M̊C ⊆
MC in TnTEQ (Brandt, 2011b). TEQ ⊆ BA was shown by Schwartz
(1990), and TEQ ⊆ UC follows from BA ⊆ UC. It thus remains to be
shown that ŮC ⊆ UC and B̊A ⊆ BA.

A tournament solution S satisfies strong retentiveness if the choicestrong retentiveness

set of every dominator set is contained in the original choice set, i.e.,
if S(D(a)) ⊆ S(A) for all a ∈ A (Brandt, 2011b). It is easy to see
that S̊ ⊆ S for every tournament solution S that satisfies strong reten-
tiveness. Indeed, for an arbitrary tournament T , strong retentiveness
implies that S(T) is S-retentive and that there do not exist any S-
retentive sets disjoint from S(T). Since both UC and BA satisfy strong
retentiveness (Brandt, 2011b), this completes the proof.

One might wonder if MC is contained in the sequence (TRIV(n))n.
It is easy to see that this is not the case: while MC is known to be
composition-consistent (see Laffond et al., 1996), Proposition 10.17

shows that this is not the case for any TRIV(k) with k > 1. Further-
more, there do not exist i, j ∈ N with MC(i) = TRIV(j), as otherwise
we would have MC = TRIV(j−i).

For a given tournament solution S, one may further want to com-
pare the sequence (S(n))n with the corresponding sequence (Sn)n∈N

generated by the repeated application of S. Formally,

S1(T) = S(T) and Sk(T) = S(Sk−1(T)).

Since SSP implies that Sn = S for all n ∈ N, UC and BA are the
only tournament solutions covered by Theorem 10.19 for which such
a comparison makes sense. It turns out that for both UC and BA, the
sequences (S(n))n∈N0

and (Sn)n∈N are incomparable in the sense
that for all n ∈N, neither S(n) ⊆ S2 nor Sn ⊆ S̊.
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10.5.1 Iterations to Convergence

We may ask how many iterated applications of the ◦-operator are
needed until we arrive at TEQ. While we have seen that every tour-
nament solution converges to TEQ, it turns out that no solution other
than TEQ itself does so in a finite number of steps. More precisely, the
number of iterations required to reach TEQ increases with the order
of a tournament and can not be bounded by a constant independent
of the order.

For a tournament solution S, let kS(n) be the smallest k ∈N0 such
that S(k)(T) = TEQ(T) for all tournaments T ∈ Tn.4

Proposition 10.20. Let S 6= TEQ be a tournament solution and let n0 be
the order of a smallest tournament T with S(T) 6= TEQ(T). Then, for every
n ∈N,

kS(n) = max
(⌊

n−n0
2

⌋
+ 1 , 0

)
.

Proof. Let f(n) = max
(⌊
n−n0
2

⌋
+ 1, 0

)
. Our goal is to prove that f(n)

is both an upper bound and a lower bound on kS(n).
For the former, we show that S(f(n))(T) = TEQ(T) for all T ∈ Tn.

Denote by kS(T) the smallest number k such that S(k)(T) = TEQ(T).
Thus, kS(n) = maxT∈Tn kS(T).

A Condorcet loser in (A,�) is an alternative a ∈ A such that Condorcet loser

D(a) = A \ {a}. We claim that the following statements hold for every
tournament solution S and every tournament T of order n:

(i) If T has a Condorcet loser, then kS(T) 6 kS(n− 1).

(ii) If T has no Condorcet loser, then kS(T) 6 kS(n− 2) + 1.

For (i), let a be a Condorcet loser in T = (A,�). Then,

S(kS(n−1))(T) = S(kS(n−1))(A \ {a}) = TEQ(A \ {a}) = TEQ(T).

The first and the third equality follow from the observations that no
minimal retentive set contains a and that a set B ⊆ A \ {a} is retentive
in T if and only if it is retentive in (A \ {a},�). The second equality
is a direct consequence of the definition of kS. For (ii), assume that
T = (A,�) does not have a Condorcet loser. It follows that |D(a)| 6
n− 2 for all a ∈ A. Similar reasoning as in the proof of Theorem 10.9
implies that a set B ⊆ A is S(kS(n−2))-retentive if and only if B is
TEQ-retentive. Thus, S(kS(n−2)+1)(T) = TEQ(T).

We are now ready to show that kS(n) 6 f(n) by induction on n.
For n 6 n0, kS(n) = 0. Now assume that kS(m) 6 f(m) holds for
every m < n, and consider a tournament T of order n. If T has
a Condorcet loser, (i) implies that kS(T) 6 kS(n− 1) 6 f(n− 1),

4 It can easily be shown that S(`)(T) = TEQ(T) for all T ∈ Tn and ` > kS(n).
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Figure 42: Tournament Tk used in the proof of Proposition 10.20

where the latter inequality follows from the induction hypothesis.
If, on the other hand, T does not have a Condorcet loser, (ii) im-
plies that kS(T) 6 kS(n − 2) + 1 6 f(n − 2) + 1. Thus, kS(n) 6
max(f(n− 1), f(n− 2) + 1) = f(n− 2) + 1. A simple calculation shows
that f(n− 2) + 1 = f(n) as desired.

In order to show that kS(n) > f(n), we inductively define a family
of tournaments T0, T1, T2, . . . such that S(f(|Tk|)−1)(Tk) 6= TEQ(Tk). Let
T0 = (A0,�) be a smallest tournament such that S(T0) 6= TEQ(T0). By
definition, |A0| = n0. Given Tk−1 = (Ak−1,�), let

Tk = C(Tk−1, Iak , Ibk),

where ak,bk /∈ Ak−1 are two new alternatives. Observe that Ak =

A0 ∪
⋃k
`=1{a`,b`}. The structure of Tk is illustrated in Figure 42. Re-

peated application of Lemma 10.11 yields

S(k)(Tk) = {ak,bk}∪ S(k−1)(Tk−1)

= {ak,bk}∪ {ak−1,bk−1}∪ S(k−2)(Tk−2)

= . . .

=

k⋃
`=1

{a`,b`}∪ S(T0).

Since S(T0) 6= TEQ(T0), we have that S(k)(Tk) 6= TEQ(k)(Tk) =

TEQ(Tk).
We have thus shown that kS(nk) > k, where nk = |Ak| is the order

of tournament Tk. By definition of Tk, nk = n0 + 2k, so kS(nk) > k
implies kS(n) > n−n0

2 for all n > n0 such that n − n0 is even.
For the case when n − n0 is odd, i.e., when n = n0 + 2k + 1 for
some k ∈ N0, consider the tournament T ′k = (Ak+1 \ {bk+1},�) with
T ′k|Ak+1\{bk+1} = Tk+1|Ak+1\{bk+1}. This tournament of order n has
ak+1 as a Condorcet loser. Thus, S(k)(T ′k) = S(k)(Tk) 6= TEQ(Tk) =

TEQ(T ′k). This implies that kS(n0 + 2k + 1) > k, or, equivalently,
kS(n) > bn−n02 c.
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An easy corollary of Proposition 10.20 is that kS(n) 6 bn2 c for
all tournament solutions. Since TRIV and TEQ differ for every tour-
nament with two alternatives, we immediately have kTRIV(n) = bn2 c.
Furthermore, Dutta (1990) constructed a tournament T of order 8 for
which MC(T) 6= TEQ(T), and thus kMC(n) = max(bn2 c− 3, 0).

Convergence of the sequence (S(n))n of tournament solutions
should not be confused with convergence of the sequence (S(n)(T))n
of choice sets for a particular tournament T . In particular, S(m)(T) =

S(m+1)(T) does not imply S(m
′)(T) = S(m)(T) for all m ′ > m. For

example, the tournaments Tk constructed in the proof of Proposi-
tion 10.20 satisfy TRIV(m)(Tk) = TRIV(m ′)(Tk) 6= TEQ(Tk) for all
m,m ′ < kTRIV(nk). As a consequence, it might be impossible to rec-
ognize convergence of (S(n)(T))n within less than kS(|T |) iterations.

10.5.2 Computational Aspects

The sequences (TRIV(n))n and (MC(n))n appear particularly inter-
esting: for all tournaments in TnTEQ , these sequences are contracting,
and their members satisfy all basic properties. In addition, TRIV and
MC can be computed efficiently, and we might ask whether this also
holds for TRIV(n) and MC(n) when n > 1. This turns out to be the
case, as a consequence of the following more general result.

Proposition 10.21. S̊ is efficiently computable if and only if S is efficiently
computable.

Proof. We show that the computation of S and the computation of S̊
are equivalent under polynomial-time reductions.

To see that S̊ can be reduced to S, consider an arbitrary tournament
T = (A,�) and define the relation R = {(a,b) : a ∈ S(D(b))}. It is
easily verified that S̊(T) is the union of all minimal R-undominated
sets5 or, equivalently, the maximal elements of the asymmetric part
of the transitive closure of R. Observing that both R and the minimal
R-undominated sets can be computed in polynomial time (see, e.g.,
Brandt et al., 2009a, for the latter) completes the reduction.

For the reduction from S to S̊, consider a tournament T = (A,�)
and define T∗ = C(T , Ia, Ib) for a,b /∈ A. By Lemma 10.11, S(T) =

S̊(T∗) \ {a,b}. Clearly, T∗ can be computed in polynomial time from T ,
and S(T) can be computed in polynomial time from S̊(T∗).

This result does not imply that TEQ can be computed efficiently,
despite the fact that both TRIV and MC converge to TEQ. The obvi-
ous algorithm for computing S(n)(T) recursively computes S(n−1) for
all dominator sets, the number and sizes of which can both be linear
in |T |. By Proposition 10.20, the depth of the recursion can be linear
in |T | as well, which leads to an exponential number of steps. Brandt

5 A set B ⊆ A is R-undominated if (a,b) ∈ R for no b ∈ B and a ∈ A \B.
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et al. (2010) have in fact shown that it is NP-hard to decide whether
a given alternative is in TEQ. Nevertheless, Lemma 10.18 and Propo-
sition 10.21 identify sequences of efficiently computable tournament
solutions that provide better and better approximations of TEQ for
all tournaments in TnTEQ .

10.6 uniqueness of minimal retentive sets

As shown in Section 10.4, uniqueness of minimal retentive sets plays
an important role: if RS is pairwise intersecting, then S̊ inherits many
desirable properties from S. It is therefore an interesting, and sur-
prisingly difficult, question which tournament solutions are pairwise
intersecting. In this section, we answer the question for the top cycle
and the Copeland set.

10.6.1 The Minimal TC-Retentive Set

We prove that every tournament has a unique minimal TC-retentive
set, thus establishing T̊C as an efficiently computable refinement of
TC that satisfies all basic properties.

Theorem 10.22. RTC is pairwise intersecting.

Proof. Consider an arbitrary tournament (A,�), and assume for con-
tradiction that B and C are two disjoint TC-retentive subsets of A. Let
b0 ∈ B and c0 ∈ C. Without loss of generality we may assume that
c0 � b0. Then, c0 ∈ D(b0), and by TC-retentiveness of B there has
to be some b1 ∈ B with b1 ∈ TC(D(b0)) and b1 � c0. We claim that
for each m > 1 there are c1, . . . , cm ∈ C such that for all i and j with
0 6 i < j 6 m,

(i) ci+1 ∈ TC(D(ci));

(ii) b0 � ci and ci � b1 if i is odd, and b1 � ci and ci � b0
otherwise; and

(iii) cj � ci if j− i is odd, and ci � cj otherwise.

To see that this claim implies the theorem, consider i and j with 0 6
i < j 6 m. Since the dominance relation is irreflexive, and by (iii),
ci and cj must be distinct alternatives. This in turn implies that the
size of C is unbounded, contradicting finiteness of A. The situation is
illustrated in Figure 43.

The claim itself can be proved by induction on m. First consider
the case m = 1. Since b1 � c0, and by TC-retentiveness of C, there
has to be some c1 ∈ C with c1 ∈ TC(D(c0)) and c1 � b1, showing (i).
Furthermore, by TC-retentiveness of B, c1 /∈ TC(D(b0)) and thus b0 �
c1. It follows that (ii) and (iii) hold as well.
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Figure 43: Structure of a tournament with two disjoint TC-retentive sets (k
is even and k ′ = k+ 1 is odd). A dashed edge (a,b) indicates that
a ∈ TC(D(b)).

Now assume that the claim holds for all k 6 m. We show that it
also holds for m+ 1.

Consider the case when m + 1 is even; the case when m + 1 is
odd is analogous. By the induction hypothesis, b0 � cm. Hence,
by TC-retentiveness of C, there has to exist some cm+1 ∈ C with
cm+1 ∈ TC(D(cm)) and cm+1 � b0, which together with the induc-
tion hypothesis implies (i).

Since b1 ∈ TC(D(b0)) and cm+1 ∈ D(b0), TC-retentiveness of B
moreover yields b1 � cm+1. Together with the induction hypothesis,
this proves (ii).

For (iii), consider an arbitrary i ∈ {1, . . . ,m}, and first assume that i
is odd. We have to prove that cm+1 � ci. If i = m, this immediately
follows from (i). If i < m, then by the induction hypothesis, ci � cm,
b0 � ci, and b0 � cm. Hence, {cm+1, ci,b0} ⊆ D(cm). Moreover, as
we have already shown, cm+1 � b0. Assuming for contradiction that
ci � cm+1, the three alternatives cm+1, ci, and b0 would constitute
a cycle in D(cm). Since cm+1 ∈ TC(D(cm)), we would then have
that b0 ∈ TC(D(cm)), contradicting TC-retentiveness of C. Thus ci �
cm+1. As cm+1 � b0 and b0 � ci, also cm+1 6= ci. Completeness of
� implies cm+1 � ci.

Now assume that i is even. We have to prove that ci � cm+1. By
the induction hypothesis, cm � ci and b1 � ci. Assume for contra-
diction that cm+1 � ci and thus cm+1 ∈ D(ci). Since i+ 1 is odd, we
already know that cm+1 � ci+1. Furthermore, ci+1 ∈ TC(D(ci)), and
thus cm+1 ∈ TC(D(ci)). However, b1 � cm+1 and b1 ∈ D(ci) imply
that b1 ∈ TC(D(ci)), contradicting TC-retentiveness of C. Therefore
cm+1 � ci. Since cm+1 � cm and cm � ci, we have cm+1 6= ci and
may conclude that ci � cm+1. By virtue of the induction hypothesis
we are done.
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Corollary 10.23. T̊C is efficiently computable and satisfies all basic proper-
ties. Furthermore, T̊C ⊆ TC.

Proof. Efficient computability follows from Proposition 10.21 and the
trivial observation that TRIV can be computed efficiently. As RTC

is pairwise intersecting, T̊C inherits all basic properties from TC
(Theorem 10.13). Finally, applying Lemma 10.14 with S1 = TC and
S2 = TRIV yields T̊C ⊆ TC.

10.6.2 Copeland-Retentive Sets May Be Disjoint

For the Copeland set the situation turns out to be quite different:
minimal CO-retentive sets are not always unique. Our proof makes
use of a special class of tournaments called cyclones.

Definition 10.24. Let n be an odd integer and A = {a0, . . . ,an−1} an
ordered set of size |A| = n. The cyclone on A then is the tournament
(A,�) such that ai � aj if and only if j− i mod n ∈ {1, . . . , n−12 }.

We are now in a position to prove the following result.

Proposition 10.25. RCO is not pairwise intersecting.

Proof. We construct a tournament T with 70 alternatives that can be
partitioned into eight subsets A,B0, . . . ,B6. A = {a0, . . . ,a6} contains
seven alternatives, whereas for each k ∈ {0, . . . , 6}, Bk = {bk0 , . . . ,bk8}
contains nine. First consider the tournament T̃ = ({1, . . . , 14}, �̃),
where T̃ |{1,...,7} and T̃ |{8,...,14} are cyclones on {1, . . . , 7} and {8, . . . , 14},
respectively. For all i and j with 1 6 i 6 7 and 8 6 j 6 14, moreover,
j � i if and only if j− i ∈ {7, 10}. Now define T as the product

T = Π(T̃ , Ia0 , . . . , Ia6 , T0, . . . , T6),

where for each k ∈ {0, . . . , 6}, Tk is the cyclone on Bk. Thus Bj � {ai}

if j ∈ {i, i+ 3 mod 7} and {ai} � Bj otherwise.
We claim that both A = {a0, . . . ,a6} and B = B0 ∪ · · · ∪ B6 are CO-

retentive in T . For better readability, we will henceforth write ax+y
for ax+y mod 7, Bx+y for Bx+y mod 7, and bkx+y for bkx+y mod 9.

For CO-retentiveness of A, fix an arbitrary i ∈ {0, . . . , 6} and con-
sider ai ∈ A. The dominators of ai are given by

D(ai) = {ai+4,ai+5,ai+6}∪Bi ∪Bi+3.

Figure 44 illustrates the case where ai = a1. It is now readily appreci-
ated that in (D(a1),�), ai+5 is only dominated by ai+4, whereas all
other alternatives are dominated by at least two alternatives. Accord-
ingly, CO(D(ai)) = {ai+5} ⊆ A, which implies that A is CO-retentive
in T .
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Figure 44: Partial representation of the tournament T used in the proof of
Proposition 10.25, illustrating that A is CO-retentive. The case
shown is the one where ai = a1. The dotted edges indicate
the dominators of a1, all missing edges in (D(a1),�) point
downward. It is easy to see that a6 is the Copeland winner in
(D(a1),�).

For CO-retentiveness of B = B0 ∪ · · · ∪ B6, fix k ∈ {0, . . . , 6} and
i ∈ {0, . . . , 8} arbitrarily and consider bki ∈ Bk. The dominators of bki
are given by

D(bki ) = {bki+5,bki+6,bki+7,bki+8} (10)

∪ {ak+1,ak+2,ak+3,ak+5,ak+6} (11)

∪Bk+4 ∪Bk+5 ∪Bk+6. (12)

Figure 45 illustrates the case where bki = b12. We now find that
CO(D(bki )) = Bk+4: each alternative b ∈ Bk+4 has a Copeland score
of 4+ 9+ 9+ 4+ 1 = 27, whereas each of the alternatives ak+1, ak+2,
ak+3, ak+5, ak+6 has a score of 2+ 4+ 9+ 9 = 24 and all other al-
ternatives in D(bki ) have a score of at most 19. It follows that B is
CO-retentive in T .

The same construction can also be used to show that C̊O is not
monotonic, which establishes that monotonicity is not inherited in
general. To see this, first observe that both A and B are minimal re-
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Figure 45: Partial representation of the tournament T used in the proof of
Proposition 10.25, illustrating that B is CO-retentive. The case
shown is the one where bki = b12. The dotted and dashed edges
indicate the dominators of b12. The dashed edges also represent
(part of) the dominance relation inside D(b12). All missing edges
in (D(b12),�) point downward. It is easy to see that the Copeland
winners in (D(b12),�) are exactly the alternatives in T5.
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tentive sets in T , i.e., C̊O(T) = A ∪ B. Now fix k ∈ {0, . . . , 6} and
i ∈ {0, . . . , 8} arbitrarily and consider bki ∈ Bk. Let T ′ be the tourna-
ment that is identical to T except that bki is strengthened against all
alternatives in Bk+4. For example, let k = 1. Then T ′ = (A∪B,� ′)
with T ′|A∪B\{b1i }

= T |A∪B\{b1i }
and D� ′(b

1
i ) = D�(b

1
i ) \ B5. Since

T ′|D�′(a) = T |D�(a) for all a ∈ A, the set A is a minimal CO-retentive
set in T ′. On the other hand, CO(D� ′(b

1
i )) = {a2}, which means that

B is not CO-retentive in T ′. Furthermore, no minimal CO-retentive
set C can contain b1i : every such set would also have to contain
CO(D� ′(b

1
i )) = {a2}, and C ′ = C ∩ A would be a strictly smaller

CO-retentive set. Thus b1i /∈ C̊O(T ′).

10.7 summary

Starting with the trivial tournament solution, we have defined an in-
finite sequence of efficiently computable tournament solutions that,
under certain conditions, are strictly contained in one another, strictly
contain TEQ, and share most of its desirable properties. The implica-
tions of these findings are both of theoretical and practical nature.

From a practical point of view, we have outlined an anytime algo-
rithm for computing TEQ that returns smaller and smaller supersets
of TEQ, which furthermore satisfy standard properties suggested in
the literature. Previous algorithms for TEQ (see, e.g., Brandt et al.,
2010) are incapable of providing any useful information in general
when stopped prematurely.

From a theoretical point of view, the new perspective on TEQ as the
limit of an infinite sequence of tournament solutions may prove use-
ful to improve our understanding of Schwartz’s conjecture. In partic-
ular, it yields an infinite sequence of increasingly difficult conjectures,
each of them a weaker version of that of Schwartz. We proved the
second conjecture in this sequence. Now that Schwartz’s conjecture
itself has been shown to be false, a natural question is how many
statements of this sequence hold. As exemplified in this chapter, both
proving and disproving this kind of conjectures turns out to be sur-
prisingly difficult.





11
M A N I P U L AT I O N O F S O C I A L C H O I C E F U N C T I O N S

In the final chapter of this thesis, we turn to the issue of strategic
manipulation. An SCF is manipulable if one or more voters can mis-
represent their preferences in order to obtain a more preferred choice
set. While comparing choice sets is trivial for resolute SCFs, this is not
the case for irresolute ones. Whether one choice set is preferred to an-
other depends on how the preferences over individual alternatives
are to be extended to sets of alternatives. In this chapter, we will be
concerned with three of the most well-known preference extensions
due to Kelly (1977), Fishburn (1972), and Gärdenfors (1976). After
defining these extensions in Section 11.2 and reviewing related work
in Section 11.3, we present our results in Sections 11.4 and 11.5. On
the one hand, we provide sufficient conditions for strategyproofness
and identify social choice functions that satisfy these conditions. For
example, we show that the top cycle is strategyproof according to Gär-
denfors’ set extension, answering a question by Gärdenfors (1976) in
the affirmative. On the other hand, we propose necessary conditions
for strategyproofness and show that some more discriminatory social
choice functions such as the minimal covering set and the bipartisan
set, which have recently been shown to be strategyproof according to
Kelly’s extension, fail to satisfy strategyproofness according to Fish-
burn’s and Gärdenfors’ extension.

Throughout this chapter, we assume that preferences are strict, but
not necessarily transitive. The reason is that Theorems 11.7 and 11.12–
though becoming stronger—are easier to prove for possibly intransi-
tive preferences. Theorems 11.10 and 11.13, on the other hand, be-
come slightly weaker because there exist SCFs that are only manipu-
lable if intransitive preferences are allowed. For all the manipulable
SCFs we consider, however, we show that they are manipulable even
if transitive preferences are required.

11.1 motivation

One of the central results in social choice theory states that every
nontrivial SCF is susceptible to strategic manipulation (Gibbard, 1973;
Satterthwaite, 1975). However, the classic result by Gibbard and Sat-
terthwaite only applies to resolute SCFs. For irresolute SCFs, on the
other hand, even defining manipulation is nontrivial. The reason is
that preference relations over alternatives do not contain enough in-
formation to compare sets of alternatives. A number of proposals
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have been made in the literature, and many of them are surveyed by
Taylor (2005) and Barberà (2010).

How preferences over sets of alternatives relate to or depend onpreferences over sets

preferences over individual alternatives is a fundamental issue that
goes back to at least de Finetti (1937) and Savage (1954). In the context
of social choice the alternatives are usually interpreted as mutually
exclusive candidates for a unique final choice. For instance, assume
a voter prefers a to b, b to c, and a to c. What can we reasonably
deduce from this about his preferences over the subsets of {a,b, c}? It
stands to reason to assume that he would strictly prefer {a} to {b}, and
{b} to {c}. If a single alternative is eventually chosen from each choice
set, it is safe to assume that he also prefers {a} to {b, c} (Kelly’s exten-Kelly’s extension

sion), but whether he prefers {a,b} to {a,b, c} already depends on (his
knowledge about) the final decision process. In the case of a lottery
over all pre-selected alternatives according to a known a priori proba-
bility distribution with full support, he would prefer {a,b} to {a,b, c}
(Fishburn’s extension). This assumption is, however, not sufficient toFishburn’s extension

separate {a,b} and {a, c}. Based on a sure-thing principle which pre-
scribes that alternatives present in both choice sets can be ignored, it
would be natural to prefer the former to the latter (Gärdenfors’ exten-Gärdenfors’

extension sion). Finally, whether the voter prefers {a, c} to {b} depends on his
attitude towards risk: he might hope for his most-preferred alterna-
tive (leximax extension), fear that his worst alternative will be chosenleximax extension

(leximin extension), or maximize his expected utility.leximin extension

11.2 preference extensions

We now formally define the set extensions due to Kelly (1977), Fish-
burn (1972),1 and Gärdenfors (1976). Let Ri be a preference relation
over A and X, Y ⊆ A two nonempty subsets of A.

• X RKi Y if and only if x Ri y for all x ∈ X and all y ∈ Y (Kelly,
1977).
One interpretation of this extension is that voters are unaware
of the mechanism (e.g., a lottery) that will be used to pick the
winning alternative (Gärdenfors, 1979).

• X RFi Y if and only if x Ri y, x Ri z, and y Ri z for all x ∈ X \ Y,
y ∈ X∩ Y, and z ∈ Y \X (Fishburn, 1972)
One interpretation of this extension is that the winning alter-
native is picked by a lottery according to some underlying a
priori distribution and that voters are unaware of this distribu-
tion (Ching and Zhou, 2002). Alternatively, one may assume the
existence of a tie-breaker with linear, but unknown, preferences.

1 Gärdenfors (1979) attributed this extension to Fishburn because it is the weakest
extension that satisfies a certain set of axioms proposed by Fishburn (1972).
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• X RGi Y if and only if one of the following conditions is satisfied
(Gärdenfors, 1976):

(i) X ⊂ Y and x Ri y for all x ∈ X and y ∈ Y \X,

(ii) Y ⊂ X and x Ri y for all x ∈ X \ Y and y ∈ Y, or

(iii) neither X ⊂ Y nor Y ⊂ X and x Ri y for all x ∈ X \ Y and
y ∈ Y \X.

No interpretation in terms of lotteries is known for this set ex-
tension.

The definition of Gärdenfors’s extension is somewhat “discontinu-
ous,” which is not only reflected in the hardly elegant characteriza-
tion given in Theorem 11.12, but also in the fact that RGi might not
be transitive, even if Ri is. For an example, let A = {a,b, c,d} and
a Ri b Ri c Ri d. Then {a, c} RGi {b, c} and {b, c} RGi {b,d}, but not
{a, c} RGi {b,d}.2

It is easy to see that the set extensions defined above form an inclu-
sion hierarchy.

Fact 11.1. For all preference relations Ri and subsets X, Y ⊆ A,

X RKi Y implies X RFi Y implies X RGi Y.

For E ∈ {K, F,G}, let PE
i denote the strict part of RE

i . As Ri is strict,
so is RE

i . Therefore, we have X PE
i Y if and only if X RE

i Y and X 6= Y.
Based on these set extensions, we can now define three different

notions of strategyproofness for irresolute SCFs. Note that, in con-
trast to some related papers, we interpret preference extensions as
fully specified (incomplete) preference relations rather than minimal
conditions on set preferences.

Definition 11.2. Let E ∈ {K, F,G}. An SCF f is PE -manipulable by a
group of voters C ⊆ N if there exist preference profiles R and R ′ with
Rj = R

′
j for all j 6∈ C such that

f(R ′) PE
i f(R) for all i ∈ C.

An SCF is PE -strategyproof if it is not PE -manipulable by single voters.
An SCF is PE -group-strategyproof if it is not PE -manipulable by any
group of voters.

Fact 11.1 implies that PG-group-strategyproofness is stronger than
PF-group-strategyproofness, which in turn is stronger than PK-group-
strategyproofness.

2 It can however be shown that the strict part of Gärdenfors’s extension is acyclic for
transitive preferences.
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11.3 related work

Barberà (1977a) and Kelly (1977) have shown independently that all
nontrivial SCFs that are rationalizable via a quasi-transitive prefer-
ence relation are PK-manipulable. However, as witnessed by various
other (non-strategic) impossibility results that involve quasi-transitive
rationalizability (e.g., Mas-Colell and Sonnenschein, 1972), it appears
as if this property itself is unduly restrictive. As a consequence, Kelly
(1977, p. 445) concludes his paper by contemplating that “one plausi-
ble interpretation of such a theorem is that, rather than demonstrating
the impossibility of reasonable strategy-proof social choice functions,
it is part of a critique of the regularity [rationalizability] conditions.”

Strengthening earlier results by Gärdenfors (1976) and Taylor
(2005), Brandt (2011a) showed that no Condorcet extension is PK-
strategyproof. The proof, however, crucially depends on strategic tie-
breaking and hence does not work for strict preferences. For this rea-
son, only strict preferences are considered in this chapter.

Brandt (2011a) also provided a sufficient condition for PK-group-
strategyproofness. Set-monotonicity can be seen as an irresolute vari-
ant of Maskin-monotonicity (Maskin, 1999) and prescribes that the
choice set is invariant under the weakening of unchosen alternatives.
For a given preference profile R with b Ri a, let Ri:(a,b) denote the
preference profile

Ri:(a,b) = (R1, . . . ,Ri−1,Ri \ {(b,a)}∪ {(a,b)},Ri+1, . . . ,Rn).

That is, Ri:(a,b) is identical to R except that alternative a is strength-
ened with respect to b within voter i’s preference relation.

Definition 11.3. An SCF f satisfies set-monotonicity (SET-MON) if
f(Ri:(a,b)) = f(R) for all preference profiles R, voters i, and alternatives a,b
with b 6∈ f(R).

Theorem 11.4 (Brandt, 2011a). Every SCF that satisfies SET-MON is PK-
group-strategyproof.

Set-monotonicity is a demanding condition, but a handful of SCFs
are known to be set-monotonic: PAR, OMNI, COND, TC, MC, and BP.
With the exception of the Pareto rule and the omninomination rule,
all of these SCFs are pairwise Condorcet extensions.

For the class of pairwise SCFs, this condition is also necessary,pairwise SCFs

which shows that many well-known SCFs such as BO, CO, UC, and
BA are not PK-group-strategyproof.

Theorem 11.5 (Brandt, 2011a). Every pairwise SCF that is PK-group-
strategyproof satisfies SET-MON.

Strategyproofness according to Kelly’s extension thus draws a
sharp line within the space of SCFs as almost all established non-
pairwise SCFs (such as plurality and all weak Condorcet extensions
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like Young’s rule) are also known to be PK-manipulable (see, e.g.,
Taylor, 2005).

The state of affairs for Gärdenfors’ and Fishburn’s extensions is
less clear. Gärdenfors (1976) has shown that COND and OMNI are
PG-group-strategyproof. In an attempt to extend this result to more
discriminatory SCFs, he also claimed that COND ∩ PAR, which re-
turns the Condorcet winner if it exists and all Pareto-undominated
alternatives otherwise, is PG-strategyproof. However, we show that
this is not the case (Proposition 11.17). Gärdenfors (1976, p. 226) con-
cludes that “we have not been able to find any more decisive function
which is stable [strategyproof] and satisfies minimal requirements on
democratic decision functions.” We show that TC is such a function
(Corollary 11.14).

Apart from a theorem by Ching and Zhou (2002), which uses an
unusually strong definition of strategyproofness, we are not aware
of any characterization result using Fishburn’s extension. Feldman
(1979) has shown that the Pareto rule is PF-strategyproof and Sanver
and Zwicker (2012) have shown that the same is true for TC.

11.4 necessary and sufficient conditions

We first introduce a new property that requires that modifying prefer-
ences between chosen alternatives may only result in smaller choice
sets. Set-monotonicity entails a condition called independence of uncho-
sen alternatives,3 which states that the choice set is invariant under
modifications of the preferences between unchosen alternatives.4 Ac-
cordingly, the new property will be called exclusive independence of
chosen alternatives, where “exclusive” refers to the requirement that
unchosen alternatives remain unchosen.

Definition 11.6. An SCF f satisfies exclusive independence of chosen
alternatives (EICA) if f(R ′) ⊆ f(R) for all pairs of preference profiles R and
R ′ that differ only on alternatives in f(R), i.e., Ri|{a,b} = R ′i|{a,b} for all
i ∈ N and all alternatives a,b with b 6∈ f(R).

It turns out that, together with SET-MON, this new property is suf-
ficient for an SCF to be group-strategyproof according to Fishburn’s
preference extension.

Theorem 11.7. Every SCF that satisfies SET-MON and EICA is PF-group-
strategyproof.

We first need a lemma, which states that EICA together with SET-
MON implies the following: if only preferences between chosen alter-
natives are modified and some alternatives leave the choice set, then

3 See page 148 for a formulation in the context of tournament solutions.
4 See Definition 10.10 on page 148 for a formal definition in the context of tournament

solutions.
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at least one of them was weakened with respect to an alternative that
remains chosen.

Lemma 11.8. Let f be an SCF that satisfies SET-MON and EICA and
consider a pair of profiles R,R ′ that differ only on alternatives in f(R). If
f(R ′) ⊂ f(R), then there exist i ∈ N, x ∈ f(R) \ f(R ′) and y ∈ f(R ′) such
that x Ri y and y R ′i x.

Proof. Assume for contradiction that R ′ \ R =
⋃
i∈N(R

′
i \ Ri) does not

contain a pair (y, x) with y ∈ f(R ′) and x ∈ f(R) \ f(R ′). Then each
pair (y, x) ∈ R ′ \R belongs to exactly one of the following two classes.

Class 1. y, x ∈ f(R ′)

Class 2. y ∈ f(R) \ f(R ′), x ∈ A

We now start with preference profile R ′ and change the preferences
in R ′ \ R one after the other to arrive at profile R. We first change the
preferences for all pairs (y, x) from Class 1 and denote the resulting
profile by R ′′. As R ′ and R ′′ differ only on alternatives in f(R ′), EICA
implies that f(R ′′) ⊆ f(R ′). We then change the preferences for all
pairs (y, x) from Class 2. By definition, the resulting profile is R. As
f(R ′′) ⊆ f(R ′), y /∈ f(R ′) implies y /∈ f(R ′′). Thus, in this second step,
only alternatives y /∈ f(R ′′) are weakened and SET-MON implies that
f(R) = f(R ′′). But f(R) = f(R ′′) ⊆ f(R ′) contradicts the assumption
that f(R ′) is a strict subset of f(R).

We are now ready to prove Theorem 11.7.

Proof of Theorem 11.7. Let f be an SCF that satisfies SET-MON
and EICA and assume for contradiction that f is not PF-group-
strategyproof. Then, there have to be a group of voters C ⊆ N and
two preference profiles R and R ′ with Rj = R ′j for all j 6∈ C such
that f(R ′) PFi f(R) for all i ∈ C. We choose R and R ′ such that
δ(R,R ′) is minimal, i.e., we look at a “smallest” counter-example in
the sense that R and R ′ coincide as much as possible.5 Let f(R) = X

and f(R ′) = Y. We may assume δ(R,R ′) > 0 as otherwise R = R ′ and
X = Y. Now, consider a pair of alternatives a,b ∈ A such that, for
some i ∈ C, a Ri b and b R ′i a, i.e., voter i misrepresents his prefer-
ence relation by strengthening b. The following argument will show
that no such a and b exist, which implies that R and R ′ and conse-
quently X and Y are identical, a contradiction. We need the following
two claims.

Claim 1. b ∈ Y

In order to prove this claim, suppose that b 6∈ Y. It follows from
SET-MON that f(R ′i:(a,b)) = f(R

′) = Y. Thus, R and R ′i:(a,b) constitute
a smaller counter-example since δ(R,R ′i:(a,b)) = δ(R,R ′) − 1. This is a
contradiction because δ(R,R ′) was assumed to be minimal.

5 The distance δ(R,R ′) between to preference profiles R and R ′ was defined on page 98.
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Claim 2. a ∈ Y

The following case distinction shows that Claim 2 holds. Suppose
a 6∈ Y. If a 6∈ X either, SET-MON implies that f(Ri:(b,a)) = f(R) =

X. Thus, Ri:(b,a) and R ′ constitute a smaller counter-example since
δ(Ri:(b,a),R ′) = δ(R,R ′) − 1. On the other hand, if a ∈ X \ Y, b ∈ Y
and a Ri b contradict the assumption that Y PFi X.

We thus have {a,b} ⊆ Y for every pair (a,b) such that some voter
i ∈ C misrepresents his preference between a and b. In particular,
this means that R and R ′ differ only on alternatives in Y = f(R ′).
Therefore, Lemma 11.8 implies6 that either X = Y or X ⊂ Y and there
exist y ∈ Y \ X and x ∈ X such that y R ′i x and x Ri y. Both cases
contradict the assumption that Y PFi X.

Hence, we have shown that no such R and R ′ exist, which concludes
the proof.

Note that the preferences of voter i in the profile Ri:(b,a) might
not be transitive. Therefore, one has to be careful when applying the
preceding proof to PAR and OMNI, as those SCFs are only defined
for transitive preferences. One can however generalize the definition
of both SCFs to intransitive preference profiles in such a way that all
arguments in the proof remain valid.7

For pairwise SCFs, the following weakening of EICA can be shown
to be necessary for group-strategyproofness according to Fishburn’s
extension. It prescribes that modifying preferences among chosen al-
ternatives does not result in a choice set that is a strict superset of the
original choice set.

Definition 11.9. An SCF f satisfies weak EICA if f(R) 6⊂ f(R ′) for all
pairs of preference profiles R and R ′ that differ only on alternatives in f(R).

Theorem 11.10. Every pairwise SCF that is PF-group-strategyproof satis-
fies SET-MON and weak EICA.

Proof. We need to show that every pairwise SCF that violates either
SET-MON or weak EICA is PF-manipulable.

First, let f be a pairwise SCF that violates SET-MON.8 Then, there
exist a preference profile R = (R1, . . . ,Rn), a voter i, and two alterna-
tives a,b with b Ri a and b 6∈ f(R) = X such that f(Ri:(a,b)) = Y 6= X.

Let Rn+1 be a preference relation such that b Rn+1 a and Y PFn+1X
(such a relation exists because b /∈ X) and let Rn+2 = R←n+1. Let

6 Observe that we apply Lemma 11.8 with f(R) = Y and f(R ′) = X.
7 To see this, define OMNI(R) to contain all those alternatives a for which there exists

a voter i with a Ri b for all b 6= a. The definition of PAR can remain unchanged.
Generalized in this way, the choice set of either function may be empty for intran-
sitive preferences. It can however easily be shown that PAR and OMNI still satisfy
SET-MON in the case of nonempty choice sets. As the sets X and Y used in the proof of
Theorem 11.7 are nonempty, the latter condition is then sufficient for the argument
in the proof to go through.

8 Brandt (2011a) has shown that this implies PK-manipulability in a setting where ties
are allowed.
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S denote the preference profile S = (R1, . . . ,Rn,Rn+1,Rn+2). It fol-
lows from the definition of pairwise SCFs that f(S) = f(R) = X and
f(Sn+1:(a,b)) = f(Ri:(a,b)) = Y.

As Y PFn+1 X, we have that f can be manipulated by voter n+ 1 at
preference profile S by misstating his preference b Rn+1 a as a Rn+1
b. Hence, f is PF-manipulable.

Second, let f be a pairwise SCF that violates weak EICA. Then, there
exist two preference profiles R = (R1, . . . ,Rn) and R ′ = (R ′1, . . . ,R ′n)
that differ only on alternatives in f(R), such that f(R) = X ⊂ Y = f(R ′).
Let C ⊆ N be the group of voters that have different preferences in
R and R ′, i.e., C = {i ∈ N | Ri 6= R ′i}. Without loss of generality, we
can assume that C = {1, . . . , c}, where c = |C|. For all i ∈ {1, . . . , c}, let
Rn+i be a preference relation such that Y PF X and Ri \ R ′i ⊆ Rn+i
(such a preference relation exists because X ⊂ Y and Ri \ R ′i ⊆ X×X)
and let Rn+c+i = R←n+i. Furthermore, for all i ∈ {1, . . . , c}, let R ′n+i =
Rn+i \ Ri ∪ R ′i. That is, R ′n+i differs from Rn+i on exactly the same
pairs of alternatives as R ′i differs from Ri.

Consider the preference profiles

S = (R1, . . . ,Rn,Rn+1, . . . ,Rn+c,Rn+c+1, . . . ,Rn+2c) and

S ′ = (R1, . . . ,Rn,R ′n+1, . . . ,R ′n+c,Rn+c+1, . . . ,Rn+2c).

It follows from the definition of pairwise SCFs that f(S) = f(R) = X

and f(S ′) = f(R ′) = Y. As Y PFn+i X for all i ∈ {1, . . . , c}, we have that
f can be manipulated by the group {n + 1, . . . ,n + c} at preference
profile S by misstating their preferences Rn+i as R ′n+i. Hence, f is
PF-manipulable.

We now turn to PG-group-strategyproofness. When comparing two
sets, PG differs from PF only in the case when neither set is contained
in the other. The following definition captures exactly this case.

Definition 11.11. An SCF f satisfies the symmetric difference property
(SDP) if either f(R) ⊆ f(R ′) or f(R ′) ⊆ f(R) for all pairs of preference pro-
files R and R ′ such that Ri|{a,b} = R

′
i|{a,b} for all i ∈ N and all alternatives

a,b with a ∈ f(R) \ f(R ′) and b ∈ f(R ′) \ f(R).

Theorem 11.12. Every SCF that satisfies SET-MON, EICA, and SDP is
PG-group-strategyproof.

Proof. Let f be an SCF that satisfies SET-MON, EICA, and SDP, and
assume for contradiction that f is not PG-group-strategyproof. Then,
there have to be a group of voters C ⊆ N and two preference profiles
R and R ′ with Rj = R ′j for all j 6∈ C such that f(R ′) PGi f(R) for all
i ∈ C. Choose R and R ′ such that δ(R,R ′) is minimal and let X = f(R)

and Y = f(R ′).
As PG coincides with PF on all pairs where one set is contained in

the other set, and, by Theorem 11.7, f is PF-group-strategyproof, we
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can conclude that neither X ⊆ Y nor Y ⊆ X. Thus, SDP implies that
there exist pairs (x,y) with x ∈ X \ Y and y ∈ Y \ X such that some
voters have modified their preference between x and y, i.e., (x,y) ∈
(Ri \ R

′
i)∪ (R ′i \ Ri) for some i ∈ C. Each such pair (x,y) thus belongs

to at least one of the following two classes:

Class 1. (x,y) ∈ Ri \ R ′i for some i ∈ C

Class 2. (x,y) ∈ R ′i \ Ri for some i ∈ C

We go on to show that Class 1 contains at least one pair. As-
sume for contradiction that all pairs belong to Class 2 and let
(x,y) ∈ R ′i \ Ri be one of these pairs. As x 6∈ Y, SET-MON implies
that f(R ′i:(y,x)) = f(R ′) = Y. As f(R ′i:(y,x)) P

G
i f(R) for all i ∈ C and

δ(R,R ′i:(y,x)) = δ(R,R ′)− 1, R and R ′i:(y,x) constitute a smaller counter-
example, contradicting the minimality of δ(R,R ′).

Thus, there is at least one pair (x,y) that belongs to Class 1, i.e., a
pair (x,y) with x ∈ X \Y and y ∈ Y \X such that x Ri y for some voter
i ∈ C. But this contradicts the assumption that Y PGi X for all i ∈ C,
and completes the proof.

As was the case for Fishburn’s extension, a set of necessary condi-
tions for pairwise SCFs can be obtained by replacing EICA with weak
EICA.

Theorem 11.13. Every pairwise SCF that is PG-group-strategyproof satis-
fies SET-MON, weak EICA, and SDP.

Proof. By Theorem 11.10 and the fact that PG-group-strategy-
proofness implies PF-group-strategyproofness, it remains to be
shown that every pairwise SCF that violates SDP is PG-manipulable.
Suppose that f is pairwise and violates SDP. Then, there exists two
preference profiles R = (R1, . . . ,Rn) and R ′ = (R ′1, . . . ,R ′n) such that
X = f(R) and Y = f(R ′) are not contained in one another, and
Ri|{x,y} = R ′i|{x,y} for all i ∈ N and all alternatives x,y with x ∈ X \ Y

and y ∈ Y \X.
The proof now works analogously as the proof of Theorem 11.10.

For each voter i with Ri 6= R ′i we have two new voters Rn+i and
Rn+c+i such that Y PGn+i X, Ri \ R ′i ⊆ Rn+i, and Rn+c+i = R←n+i. By
letting R ′n+i = Rn+i \ Ri ∪ R ′i and defining S and S ′ as in the proof of
Theorem 11.10, we can show that f is PG-manipulable.

11.5 consequences

We are now ready to study the strategyproofness of the SCFs men-
tioned in Section 11.3. It can be checked that COND and TC satisfy
SET-MON, EICA, and SDP and thus, by Theorem 11.12, are PG-group-
strategyproof.

Corollary 11.14. COND and TC are PG-group-strategyproof.
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Proof. By Theorem 11.12, it is sufficient to show that COND and TC
satisfy SET-MON, EICA, and SDP.

If a preference profile R does not have a Condorcet winner, COND
trivially satisfies the three properties because all alternatives are cho-
sen. If R has a Condorcet winner, EICA is again trivial and SET-MON
and SDP are straightforward.

The (easy) fact that TC satisfies SET-MON was shown by Brandt
(2011a). To see that TC satisfies EICA, consider b 6∈ TC(R). By defi-
nition of TC, b R∗M a for no a ∈ TC(R). As R and R ′ differ only on
alternatives in TC(R), it follows that b R ′∗M a for no a ∈ TC(R), and
thus a 6∈ TC(R ′).

Finally, to see that TC satisfies SDP, observe that a PM b for all
a ∈ TC(R) and b 6∈ TC(R). Thus, if x ∈ TC(R) \ TC(R ′) and y ∈
TC(R ′) \ TC(R), we have x PM y and y P ′M x. This implies that at
least one voter has modified his preference between x and y.

OMNI, PAR, and COND∩ PAR satisfy SET-MON and EICA, but not
SDP.

Corollary 11.15. OMNI, PAR, and COND ∩ PAR are PF-group-
strategyproof.

Proof. By Theorem 11.7, it is sufficient to show that SET-MON and
EICA are satisfied. This is easy to see for OMNI, so let us focus on
COND∩ PAR and PAR.

SET-MON holds because a Pareto-dominated alternative remains
Pareto-dominated when it is weakened. For EICA, observe that tran-
sitivity of Pareto-dominance implies that each Pareto-dominated al-
ternative is dominated by a Pareto-undominated one. Therefore, if
a 6∈ PAR(R) and R and R ′ differ only on alternatives in PAR(R), then
a /∈ PAR(R ′) because a is still Pareto-dominated by the same alterna-
tive.

As OMNI, PAR, and COND ∩ PAR are not pairwise, the fact that
they violate SDP does not imply that they are PG-manipulable. In
fact, it turns out that OMNI is strategyproof according to Gärdenfors’
extension, while PAR and COND∩ PAR are not.

Proposition 11.16. OMNI is PG-group-strategyproof.

Proof. Assume for contradiction that OMNI is PG-manipulable. Then,
there have to be a group of voters C ⊆ N and two preference profiles
R and R ′ with Rj = R ′j for all j /∈ C such that OMNI(R ′) PGi OMNI(R)
for all i ∈ C. Denote X = OMNI(R) and Y = OMNI(R ′).

As PG coincides with PF on all pairs where one set is contained in
the other set, and, by Theorem 11.7, OMNI is PF-group-strategyproof,
we can conclude that neither X ⊆ Y nor Y ⊆ X. Choose x ∈ X \ Y and
y ∈ Y \X arbitrarily. On the one hand, x ∈ X \ Y implies the existence
of a voter i ∈ C with x Ri a for all a 6= x. On the other hand, Y PGi X
implies y Ri x, a contradiction.
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Proposition 11.17. PAR and COND∩ PAR are PG-manipulable.

Proof. Consider the following profile R = (R1,R2,R3,R4).

R1 R2 R3 R4

c c a a

d d b b

b a c c

a b d d

It is easily verified that PAR(R) = {a,b, c}. Now let R ′=(R ′1,R2,R3,R4)
where d R ′1 c R

′
1 a R

′
1 b. Obviously, PAR(R ′) = {a, c,d} and {a, c,d} PG1

{a,b, c} because d R1 b. I.e., the first voter can obtain a preferable
choice set by misrepresenting his preferences. As neither R nor R ′ has
a Condorcet winner, the same holds for COND∩ PAR.

Finally, we show that MC and BP violate weak EICA, which implies
that both rules are manipulable according to Fishburn’s extension.

Corollary 11.18. MC and BP are PF-manipulable.

Proof. By Theorem 11.10 and the fact that both MC and BP are pair-
wise, it suffices to show that MC and BP violate weak EICA. To this
end, consider the following profile R = (R1,R2,R3,R4,R5) and the
corresponding majority graph representing PM.

R1 R2 R3 R4 R5

d c b e d

e b c a c

a a e b a

b e a d b

c d d c e

c a

b

d e

It can be checked that MC(R) = BP(R) = {a,b, c}. Define R ′ =

R1:(c,b), i.e., the first voter strengthens c with respect to b. Observe
that PM and P ′M disagree on the pair {b, c}, and that MC(R ′) =

BP(R ′) = {a,b, c,d, e}. Thus, both MC and BP violate weak EICA and
the first voter can manipulate because {a,b, c,d, e} PF1 {a,b, c}.

11.6 summary

We investigated the effect of various preference extensions on the ma-
nipulability of irresolute SCFs. We proposed necessary and sufficient
conditions for strategyproofness according to Fishburn’s and Gärden-
fors’ set extensions and used these conditions to illuminate the strat-
egyproofness of a number of well-known SCFs. Our results are sum-
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marized in Table 9.9 As mentioned in Section 11.3, some of these re-
sults were already known or—in the case of PF-strategyproofness of
the top cycle—have been discovered independently by other authors.
In contrast to the papers by Gärdenfors (1976), Feldman (1979), and
Sanver and Zwicker (2012), which more or less focus on particular
SCFs, our axiomatic approach yields unified proofs of most of the
statements in the table.

Many interesting open problems remain. For example, it is not
known whether there exists a Pareto-optimal pairwise SCF that is
strategyproof according to Gärdenfors’ extension. Recently, the study
of the manipulation of irresolute SCFs by other means than untruth-
fully representing one’s preferences—e.g., by abstaining the election
(Pérez, 2001; Jimeno et al., 2009)—has been initiated. It would be de-
sirable to characterize SCFs that cannot be manipulated by abstention
and, more generally, to improve our understanding of the interplay
between both types of manipulation. For instance, it is not difficult
to show that the negative results in Corollary 11.18 also extend to
manipulation by abstention.

Another interesting related question concerns the epistemic foun-
dations of the above extensions. Most of the literature in social choice
theory focusses on well-studied economic models where agents have
full knowledge of a random selection process, which is often assumed
to be a lottery with uniform probabilities. The study of more intri-
cate distributed protocols or computational selection devices that jus-
tify certain set extensions appears to be very promising. For instance,
Kelly’s set extension could be justified by a distributed protocol for
“unpredictable” random selections that do not permit a meaningful
prior distribution.

PK-strategyproof PF-strategyproof PG-strategyproof

OMNI X X Xa

COND X X Xa

TC X Xb X
PAR X Xc –
COND∩ PAR X X –
MC X – –
BP X – –

a Gärdenfors (1976)
b Sanver and Zwicker (2012)
c Feldman (1979)

Table 9: Strategyproofness of irresolute SCFs

9 The results concerning PK-strategyproofness are due to Brandt (2011a) and are in-
cluded for the sake of completeness.
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A
S U M M A RY TA B L E S

a.1 properties of dominance structures

MON EFF MAX SING OI a

strict dominance (S) X X X X X

weak dominance (W) – X X X –
very weak dominance (V) X X – X –
Börgers dominance (B) X X X – X

mixed strict dominance (S∗) X X X – X

mixed weak dominance (W∗) – X X – –
mixed very weak dominance (V∗) X X – – –
covering (CM) – X X X X

deep covering (CD) – X X X X

a OI = order-independence

a.2 properties of symmetric dominance structures

weak MON TRA SUB-COM UNI

covering (CM) X X X X

deep covering (CD) X X X X

a.3 properties of tournament solutions

MON IUA WSP SSP γ̂

trivial rule (TRIV) X X X X X

Copeland set (CO) X – – – –
Condorcet rule (COND) X X X X X

top cycle (TC) X X X X X

uncovered set (UC) X – X – –
minimal covering set (MC) X X X X X

bipartisan set (BP) X X X X X

Banks set (BA) X – X – –
tournament equilibrium set (TEQ) – – – – –
TEQ in TnTEQ X X X X X
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